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PREFACE

| started my teaching career in the year 1964. | was teaching Production Engineering subjects till
1972. Inthe year 1972 | have registered my name for the Industrial Engineering examination at National
Institution of Industrial Engineering, Bombay. Since then, | have shifted my field for interest to Industrial
Engineering subjects and started teaching related subjects. One such subject is OPERATIONS
RESEARCH. After teaching these subjects till my retirement in the year 2002, it is my responsibility to
help the students with a book on Operations research. The first volume of the book is LINEAR
PORGRAMMING MODELS. This was published in the year 2003. Now | am giving this book
OPERATIONS RESEARCH, with other chapters to students, with a hope that it will help them to
understand the subject easily. | hope this will help my teacher friends to teach the subject well.

| thank Mr. N.V. Jagdeesh Babu, Assistant professor of Mechanical Engineering for proof reading
the script.

Anantapur
Date: 12.1.2007 P. Rama Murthy.
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CHAPTER -1

Historical Development

1.1. INTRODUCTION

The subjecOPERATIONS RESEARCH is a branch of mathematics - specially applied mathematics,
used to provide a scientific base for management to take timely and effective decisions to their problems.
It tries to avoid the dangers from taking decisions merely by guessing or by using thumb rules.
Management is the multidimensional and dynamic concept. It is multidimensional, because management
problems and their solutions have consequences in several dimensions, such as human, economic
social and political fields. As the manager operates his system in an environment, which will never
remain static, hence is dynamic in nature. Hence any manager, while making decisions, consider all
aspects in addition to economic aspect, so that his solution should be useful in all aspects. The general
approach is t@nalyse the problem in economic terms and then implement the solution if it does

not aggressive or violent to other aspects like human, social and political constraints

Management may be considered as the process of integrating the efforts of a purposeful group,
or organisation, whose members have at least one common goal. You have studied various schools of
management in your management science. Most important among them which uses scientific basis for
decision making are:

(i) The Decision theory or Decisional Management School and

(i) The Mathematical or Quantitative Measurement School.

The above-mentioned schools of management thought advocate the use of mathematical methods
or quantitative methods for making decisions. Quantitative approach to management problems requires
that decision problems be defined, analyzed, and solved in a conscious, rational, logical and systematic
and scientific manner - based on data, facts, information and logic, and not on mere guess work or
thumb rules. Here we use objectively measured decision criteria. Operations research is the body of
knowledge, which uses mathematical techniques to solve management problems and make timely
optimal decisions. Operations Research is concerned with helping managers and executives to make
better decisions. Today’s manager is working in a highly competitive and dynamic environment. In
present environment, the manager has to deal with systems with complex interrelationship of various
factors among them as well as equally complicated dependence of the criterion of effective performance
of the system on these factors, conventional methods of decision-making is found very much inadequate.
Though the common sense, experience, and commitment of the manager is essential in making decision,
we cannot deny the role-played by scientific methods in making optimal decisions. Operations Research
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uses logical analysis and analytical techniques to study the behaviour of a system in relation to its
overall working as resulting from its functionally interconnected constraints, whose parameters are
recognized, quantified wherever possible relationships identified to the extent possible and alterative
decisions are derived.

Conventional managers were very much worried about that an Operations Research analyst
replace them as a decision maker, but immediately they could appreciated him due to his mathematical
and logical knowledge, which he applies while making decisions. But operations research analyst list
out alternative solutions and their consequences to ease manager’s work of decision making. Operations
research gives rationality to decision-making with clear view of possible consequences.

The scope of quantitative methods is very broad. They are applied in defining the problems and
getting solutions of various organisatons like, business, Government organisations, profit making units
and non-profit units and service units. They can be applied to variety of problems like deciding plant
location, Inventory control, Replacement problems, Production scheduling, return on investment analysis
(ROI), Portfolio selection, marketing research and so on. This book, deals with basic models of
Operations research and quantitative methods. The students have to go through advanced Operations
Research books, to understand the scope of the subject.

Two important aspects of quantitative methods are:

(a) Availability of well-structured models and methods in solving the problems,

(b) The attitude of search, conducted on a scientific basis, for increased knowledge in the

management of organisations.

Therefore, the attitude encompassed in the quantitative approaches is perhaps more important
than the specific methods or techniques. It is only by adopting this attitude that the boundaries and
application of the quantitative approach can be advanced to include those areas where, at first glance,
guantitative data and facts are hard to come by. Hence, quantitative approach has found place in
traditional business and as well in social problems, public policy, national, international problems and
interpersonal problems. In fact we can say that the application of quantitative techniques is not limited
to any area and can be conveniently applied to all walks of life as far as decision-making is concerned.
The quantitative approach does not preclude the qualitative or judgemental elements that
almost always exert a substantial influence on managerial decision-making. Quite the contrary.

In actual practice, the quantitative approach must build upon, be modified by, and continually

benefit from the experiences and creative insight of business managets. fact quantitative
approach imposes a special responsibility on the manager. It makes modern manager to cultivate a
managerial style that demand conscious, systematic and scientific analysis - and resolution - of decision
problems.

In real world problems, we can notice that there exists a relationship ambaitign, judgement,
science, quantitative attitudes, practices, methods and madethown in figure 1.1.

The figure depicts that higher the degree of complexity and the degree of turbulence in the
environment, the greater is the importance of the qualitative approach to management. On the other
hand, the lower the degree of complexity, simple and well-structured problems, and lesser degree
of turbulence in the environment, the greater is the potential of quantitative models. The advancement
in quantitative approach to management problems is due to two facts. They are:

(a) Research efforts have been and are being directed to discover and develop more efficient

tools and techniques to solve decision problems of all types.
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(b) Through a continuous process of testing new frontiers, attempts have been made to expand

Quantitative approach is assuming an increasing degree of importance in the theory and practice

the boundaries and application potential of the available techniques.

of management because of the following reasons.

(@)

(b)
(c)

One thing we have to remember here is that if managers are to fully utilize the potentials of
management science models and computers, then problems will have to be stated in quantitative

terms.

As far as the title of the subject is concerned, the tégoemntitative approach’, ‘operations
research’, ‘management science’, ‘systems analysis’ and ‘systems scienaeg often used
interchangeably. What ever be the name of the subject, the syllabi and subject matter dealt which will

Decision problems of modern management are so complex that only a conscious, systematic

and scientifically based analysis can yield a realistic fruitful solution.

Availability of list of more potential models in solving complex managerial problems.

The most important one is that availability of high speed computers to solve large and
complex real world problems in less time and at least cost and which help the managers to

take timely decision.

be same. This analog to ‘god is one but the names are different’.

Decision Process

Turbulent and
Differentiated
Environment

Placid and
Uniform
Environment

Intuition Judgement

SCIENCE AND
QUANTITATIVE
MODELS

Complex and
Ill-structured
Problems

Simple and
Well-structured
Problems

Intelligence, Information and Data

Figure. 1.1. Qualitative Thinking and Quantitative models.

1.2. HISTORY OF OPERATIONS RESEARCH

Operations Research iswaar baby’. It is because, the first problem attempted to solve in a
systematic way was concerned whtbw to set the time fuse bomb to be dropped from an aircraft on
to a submarine In fact the main origin of Operations Research was durin§ebhend World War. At
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the time of Second World War, the military management in England invited a team of scientists to study
the strategic and tactical problems related to air and land defense of the country. The problem attained
importance because at that time the resources available with England was very limited and the objective
was to win the war with available meager resources. The resources such as food, medicines, ammunition,
manpower etc., were required to manage war and for the use of the population of the country. It was
necessary to decide upon the most effective utilization of the available resources to achieve the objective.
It was also necessary to utilize the military resources cautiously. Hence, the Generals of military,
invited a team of experts in various walks of life such as scientists, doctors, mathematicians, business
people, professors, engineers etc., and the problem of resource utilization is given to them to discuss
and come out with a feasible solution. These specialists had a brain storming session and came out with
a method of solving the problem, which they coined the rainear Programming”. This method
worked out well in solving the war problem. As the name indicates, the @mehtions is used to
refer to the problems of military and the wdRésearchis use for inventing new method. As this
method of solving the problem was invented during the war period, the subject is given the name
‘OPERATIONS RESEARCH’ and abbreviated &.R.” After the World War there was a scarcity of
industrial material and industrial productivity reached the lowest level. Industrial recession was there
and to solve the industrial problem the methodar programming was used to get optimal solution.
From then on words, lot of work done in the field and today the subject of O.R. have numerous
methods to solve different types of problems. After seeing the success of British military, the United
States military management started applying the techniques to various activities to solve military, civil
and industrial problems. They have given various nhames to this discipline. Some of them are Operational
Analysis, Operations Evaluation, Operations Research, System Analysis, System Evaluation, Systems
Research, Quantitative methods, Optimisation Techniques and Management Science etc. But most
widely used one iI©OPERATIONS RESEARCH. In industrial world, most important problem for
which these techniques used is howptimise the profit or how to reduce the costée introduction
of Linear Programming and Simplex method of solution developed by American Mathematician George
B. Dontzig in 1947 given an opening to go for new techniques and applications through the efforts and
co-operation of interested individuals in academic field and industrial field. Today the scenario is totally
different. A large number of Operations Research consultants are available to deal with different types
of problems. In India also, we have O.R. Society of India (1959) to help in solving various problems.
Today the Operations Research techniques are taught at High School levels. To quote some Indian
industries, which uses Operations Research for problem solving are: M/S Delhi Cloth Mills, Indian
Railways, Indian Airline, Hindustan Lever, Tata Iron and Steel Company, Fertilizers Corporation of
India and Defense Organizations. In all the above organizations, Operations Research people act as
staff to support line managers in taking decisions.

In one word we can say that Operations Research play a vital role in every organization, especially
in decision-making process.

1.3. DECISION MAKING AND SOME ASPECTS OF DECISION

Many a time we speak of the waddcision as if we know much about decision. But what is decision?
What it consists of? What are its characteristics? Let us have brief discussion about the word decision,
as much of our time we deal with decision-making process in Operations Research.

A decisionis the conclusion of a process designed to weigh the relative uses or utilities of a set
of alternatives on hand, so that decision maker selects the best alternative which is best to his problem
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or situation and implement Decision Makinginvolves all activities and thinking that are necessary to
identify the most optimal or preferred choice among the available alternatives. The basic requirements
of decision-making ard)(A set of goals or objectivesj) Methods of evaluating alternatives in an
objective manner,ii{) A system of choice criteria and a method of projecting the repercussions of
alternative choices of courses of action. The evaluation of consequences of each course of action is
important due to sequential nature of decisions.

The necessity of making decisions arises because of our existence in the world with various
needs and ambitions and goals, whose resources are limited and some times scarce. Every one of us
competes to use these resources to fulfill our goals. Our needs can be biological, physical, financial,
social, ego or higher-level self-actualisation needs. One peculiar characteristics of decision-making is
the inherent conflict that desists among various goals relevant to any decision situation (for example, a
student thinking of study and get first division and at the same time have youth hood enjoyment without
attending classes, OR a man wants to have lot of leisure in his life at the same time earn more etc.).
The process of decision-making consists of two phases. The first phase consists of formulation of
goals and objectives, enumeration of environmental constraints, identification and evaluation of alternatives.
The second stage deals with selection of optimal course of action for a given set of constraints.
Operations Research, we are concerned withow to choose optimal strategy under specifsed of
assumptionsincluding all available strategies and their associated payoffs.

Decisions may be classified in different ways, depending upon the criterion or the purpose of
classification. Some of them are shown below:

| Decisions (depending on the purpose)

PURPOSE: Strategic Administrative Operational
Related to external Resource utilisation of Related to day —to-day
Environment an orgnisation. Repetitive work.

Il Decision (Depending on the nature)

Programmed decisions Non Programmed decisions

Meant for repetitive and well-structured Meant for non-routine, novel,
problems. Inventory Problems, ill-structured problems. Policy matters,
Product Mix Problems, etc. Product market mix, plant location Etc.

Il Decisions (Depending on the persons involved)

Individual Managerial



6 Operations Research

IV. Decisions (Depending on the Sphere of interest)

Economic Social Business Political Social

V. Decisions (depending on the time horizon)

Static Dynamic
(One decision for entire planning period) (Decisions are sequential)

Decisions may also be classified depending on the situations stegras of certainty For example,

(i) Decision making under certainty)(Decision making under Uncertainty aiiidl)(Decision making

under risk. The first two are two extremes and the third one is falls between these two with certain
probability distribution.

Complete o Complete
Uncertainty Degree of Certainity ——————» Certainty
Y Y \
Decision Making Decision Making Decision Making
[Under Uncertainty Under Risk Under Certainty

Figure 1.2. Decision based on degree of certainty.

1.4. OBJECTIVE OF OPERATIONS RESEARCH

Today'’s situation in which a manager has to work is very complicated due to complexity in business
organizations. Today'’s business unit have number of departments and each department work for fulfilling
the objectives of the organization. While doing so the individual objective of one of the department may
be conflicting with the objective of the other department, though both working for achieving the
common goal in the interest of the organization. In such situations, it will become a very complicated
issue for the general manager to get harmony among the departments and to allocate the available
resources of all sorts to the departments to achieve the goal of the organization. At the same time the
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environment in which the organization is operating is very dynamic in nature and the manager has to
take decisions without delay to stand competitive in the market. At the same time a wrong decision or
an untimely decision may be very costly. Hence the decision making process has become very
complicated at the same time very important in the environment of conflicting interests and competitive
strategies. Hence it is desirable for modern manager to use scientific methods with mathematical base
while making decisions instead of depending on guesswork and thumb rule methods. Hence the
knowledge of Operations Research is an essential tool for a manager who is involved in decision-
making process. He must have support of knowledge of mathematics, statistics, economics etc., so
that the decision he takes will be an optimal decision for his organisaton. Operation Research provides
him this knowledge and helps him to take quick, timely, decisions, which are optimal for the organisaton.
Hence theobjective of operations research is:

“The objective of Operations Research is to provide a scientific basis to the decision
maker for solving the problems involving the interaction of various components of an
organization by employing a team of scientists from various disciplines, all working together
for finding a solution which is in the best interest of the organisaton as a whole. The best
solution thus obtained is known as optimal decision”.

1.5. DEFINITION OF OPERATIONS RESEARCH

Any subject matter when defined to explain what exactly it is, we may find one definition. Always a
definition explains what that particular subject matter is. Say for example, if a question is asked what
is Boyel's law, we have a single definition to explain the same, irrespective of the language in which it
is defined. But if you ask, what Operations research is? The answer depends on individual objective.
Say for example a student may say that the Operations research is technique used to obtain first class
marks in the examination. If you ask a businessman the same question, he may say that it is the
technique used for getting higher profits. Another businessman may say it is the technique used to
capture higher market share and so on. Like this each individual may define in his own way depending
on his objective. Each and every definition may explain one or another characteristic of Operations
Research but none of them explain or give a complete picture of Operations research. But in the
academic interest some of the important definitions are discussed below.
(a) Operations Research is the art of winning wars without actually fighting. - Aurther

Clarke.

This definition does not throw any light on the subject matter, but it is oriented towards

warfare. It means to say that the directions for fighting are planned and guidance is given

from remote area, according to which the war is fought and won. Perhaps you might have

read in Mahabharatha or you might have seen some old pictures, where two armies are

fighting, for whom the guidance is given by the chief minister and the king with a chessboard

in front of them. Accordingly war is fought in the warfront. Actually the chessboard is a

model of war field.

(b) Operations Research is the art of giving bad answers to problems where otherwise

worse answers are given. - T.L. Satty.

This definition covers one aspect of decision-makirg, choosing the best alternative

among the list of available alternatives. It says that if the decisions are made on guesswork,

we may face the worse situation. But if the decisions are made on scientific basis, it will help

us to make better decisions. Hence this definition deals with one aspect of decision-making

and not clearly tells what is operations research.



(©)

(d)

(€)

(f)

(9)

(h)

Operations Research

Operations Research is Research into Operations. - J. Steinhardt.

This definition does not give anything in clear about the subject of Operations Research and
simply says that it is research in to operations. Operations may here be referred as military
activities or simply the operations that an executive performs in his organisations while
taking decisions. Research in the word means that finding a new approach. That is when an
executive is involved in performing his operations for taking decisions he has to go for
newer ways so that he can make a better decision for the benefit of his organisation.
Operations Research is defined as Scientific method for providing executive
departments a quantitative basis for decisions regarding the operations under their
control. - P.M. Morse and G.E. Kimball.

This definition suggests that the Operations Research provides scientific methods for an
executive to make optimal decisions. But does not give any information about various models
or methods. But this suggests that executives can use scientific methods for decision-making.
Operations Research is th study of administrative system pursued in the same
scientific manner in which system in Physics, Chemistry and Biology are studied in
natural sciences.

This definition is more elaborate than the above given definitions. It compares the subject
Operations Research with that of natural science subjects such as Physics, Chemistry and
Biology, where while deciding any thing experiments are conducted and results are verified
and then the course of action is decided. It clearly directs that Operations Research can also
be considered as applied science and before the course of action is decided, the alternatives
available are subjected to scientific analysis and optimal alternative is selected. But the difference
between the experiments we conduct in natural sciences and operations research is: in
natural sciences the research is rigorous and exact in nature, whereas in operations research,
because of involvement of human element and uncertainty the approach will be totally different.
Operations Research is the application of scientific methods, techniques and tools to
operation of a system with optimum solution to the problem. - Churchman, Ackoff

and Arnoff.

This definition clearly states that the operations research applies scientific methods to find
an optimum solution to the problem of a system. A system may be a production system or
information system or any system, which involves men, machine and other resources. We
can clearly identify that this definition tackles three important aspects of operations research
i.e. application of scientific methods, study of a system and optimal solution. This definition
too does not give any idea about the characteristics of operations research.

Operations Research is the application of the theories of Probability, Statistics,
Queuing, Games, Linear Programming etc., to the problems of War, Government

and Industry.

This definition gives a list of various techniques used in Operations Research by various
managers to solve the problems under their control. A manager has to study the problem,
formulate the problem, identify the variables and formulate a model and select an appropriate
technique to get optimal solution. We can say that operations research is a bunch of
mathematical techniques to solve problems of a system.

Operations Research is the use of Scientific Methods to provide criteria or decisions
regarding man-machine systems involving repetitive operations.
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(i)

()

This definition talks about man- machine system and use of scientific methods and decision-
making. Itis more general and comprehensive and exhaustive than other definitions. Wherever
a study of system involving man and machine, the person in charge of the system and
involved in decision-making will use scientific methods to make optimal decisions.
Operations Research is applied decision theory. It uses any scientific, mathematical

or logical means to attempt to cope with problems that confront the executive, when

he tries to achieve a thorough going rationally in dealing with his decision problem. -

D.W. Miller and M.K. Starr.

This definition also explains that operations research uses scientific methods or logical means

for getting solutions to the executive problems. It too does not give the characteristics of

Operations Research.

Operations Research is the application of the methods of science to complex problems

arising in the direction and management of large systems of men, materials and

money in industry, business, Government and defense. The distinctive approach is

to develop a scientific model of the system, incorporating measurements of factors

such as chance and risk, with which to predict and compare the outcome of alternative

decisions, strategies or controls. The purpose is to help management to determine

its policy and actions scientifically. - Operations Society of Great Britain.

The above definition is more elaborate and says that operations research applies scientific

methods to deal with the problems of a system where men, material and other resources are

involved and the system under study may be industry, defense or business etc, gives this
definition. It also say that the manager has to build a scientific model to study the system
which must be provided with facility to measure the outcomes of various alternatives under
various degrees of risk, which helps the managers to take optimal decisions.

In addition to the above there are hundreds of definitions available to explain what Operations

Research is? But many of them are not satisfactory because of the following reasons.

(i) Operations Research is not a well-defined science like Physics, Chemistry etc. All
these sciences are having well defined theory about the subject matter, where as
operations research do not claim to know or have theories about operations. Moreover,
Operations Research is not a scientific research into the control of operations. It is
only the application of mathematical models or logical analysis to the problem solving.
Hence none of the definitions given above defines operations research precisely.

(i) The objective of operations research says that the decisions are made by brain storming
of people from various walks of life. This indicates that operations research approach
is inter- disciplinary approach, which is an important character of operations research.
This aspect is not included in any of the definitions hence they are not satisfactory.

(iii) The above-discussed definitions are given by various people at different times and
stages of development of operations research as such they have considered the field in
which they are involved hence each definition is concentrating on one or two aspects.
No definition is having universal approach.

But salient features of above said definitions are:

*

*

Operations Research uses Scientific Methods for making decisions.

Itis interdisciplinary approach for solving problems and it uses the knowledge and experience
of experts in various fields.
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While analyzing the problems all aspects are considered and examined and analyzed
scientifically for finding the optimal solution for the problem on hand.

As operations research has scientific approach, it improves the quality of answers to the
problems.

Operations research provides scientific base for decision-making and provide scientific

substitute for judgement and intuition.

1.6. CHARACTERISTICS OF OPERATIONS RESEARCH

After considering the objective and definitions of Operations Research, now let us try to understand
what are the characteristics of Operations Research.

(@)

(b)

(c)

Operations Research is an interdisciplinary team approach.

The problems an operations research analyst face is heterogeneous in nature, involving the
number of variables and constraints, which are beyond the analytical ability of one person.
Hence people from various disciplines are required to understand the operations research
problem, who applies their special knowledge acquired through experience to get a better
view of cause and effects of the events in the problem and to get a better solution to the
problem on hand. This type of team approach will reduce the risk of making wrong decisions.
Operations Research increases the creative ability of the decision maker.

Operations Research provides manager mathematical tools, techniques and various models
to analyse the problem on hand and to evaluate the outcomes of various alternatives and
make an optimal choice. This will definitely helps him in making better and quick decisions.

A manager, without the knowledge of these techniques has to make decisions by thumb
rules or by guess work, which may click some times and many a time put him in trouble.
Hence, a manager who uses Operations Research techniques will have a better creative
ability than a manager who does not use the techniques.

Operations Research is a systems approach.

A business or a Government organization or a defense organization may be considered as a
system having various sub-systems. The decision made by any sub-system will have its
effect on other sub-systems. Say for example, a decision taken by marketing department
will have its effect on production department. When dealing with Operations Research
problems, one has to consider the entire system, and characteristics or sub- systems, the
inter-relationship between sub-systems and then analyse the problem, search for a suitable
model and get the solution for the problem. Hence we say Operations Research is a Systems
Approach.

1.7. SCOPE OF OPERATIONS RESEARCH

The scope aspect of any subject indicates, the limit of application of the subject matter/techniques of
the subject to the various fields to solve the variety of the problems. But we have studied in the
objective, that the subject Operations Research will give scientific base for the executives to take
decisions or to solve the problems of the systems under their control. The system may be business,
industry, government or defense. Not only this, but the definitions discussed also gives different versions.
This indicates that the techniques of Operations Research may be used to solve any type of problems.
The problems may pertain to an individual, group of individuals, business, agriculture, government or
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defense. Hence, we can say that there is no limit for the application of Operations Research methods
and techniques; they may be applied to any type of problems. Let us now discuss some of the fields
where Operations Research techniques can be applied to understand how the techniques are useful to
solve the problems. In general we can state that whenever there is a problem, simple or complicated,
we can use operations research techniques to get best solution.
(i) In Defense Operations
In fact, the subject Operations research is the baby of World War Il. To solve war problems,
they have applied team approach, and come out with various models such as resource
allocation model, transportation model etc.In any war field two or more parties are involved,
each having different resources (manpower, ammunition, etc.), different courses of actions
(strategies) for application. Every opponent has to guess the resources with the enemy, and
his courses of action and accordingly he has to attack the enemy. For this he needs scientific,
logical analysis of the problem to get fruitful results. Here one can apply the techniques like
Linear Programming, Game theory, and inventory modelstetain the game. In fact in
war filed every situation is a competitive situation. More over each party may have different
bases, such as Air force, Navy and Army. The decision taken by one will have its effect on
the other. Hence proper co-ordination of the three bases and smooth flow of information is
necessary. Here operations research techniques will help the departmental heads to take
appropriate decisions.
(it) In Industry
After the Il World War, the, Industrial world faced a depression and to solve the various
industrial problems, industrialist tried the models, which were successful in solving their
problems. Industrialist learnt that the techniques of operations research can conveniently
applied to solve industrial problems. Then onwards, various models have been developed to
solve industrial problems. Today the managers have on their hand numerous techniques to
solve different types of industrial problems. In fdetision trees, inventory model, Linear
Programming model, Transportation model, Sequencing model, Assignment model and
replacement modebre helpful to the managers to solve various problems, they face in their
day to day work. These models are used to minimize the cost of production, increase the
productivity and use the available resources carefully and for healthy industrial growth. An
industrial manager, with these various models on his hand and a computer to workout the
solutions (today various packages are available to solve different industrial problems) quickly
and preciously.
(iii) In Planning For Economic Growth
In India we have five year planning for steady economic growth. Every state government
has to prepare plans for balanced growth of the state. Various secretaries belonging to
different departments has to co-ordinate and plan for steady economic growth. For this all
departments can use Operations research techniques for planning purpose. The question like
how many engineers, doctors, software people etc. are required in future and what should
be their quality to face the then problems etc. can be easily solved.
(iv) In Agriculture
The demand for food products is increasing day by day due to population explosion. But the
land available for agriculture is limited. We must find newer ways of increasing agriculture
yield. So the selection of land area for agriculture and the seed of food grains for sowing
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must be meticulously done so that the farmer will not get loss at the same time the users will
get what they desire at the desired time and desired cost.

(v) In Traffic control

Due to population explosion, the increase in the number and verities of vehicles, road density
is continuously increasing. Especially in peak hours, it will be a headache to control the
traffic. Hence proper timing of traffic signaling is necessary. Depending on the flow of
commuters, proper signaling time is to be worked out. This can be easily done by the
application ofqueuing theory

(vi) In Hospitals
Many a time we see very lengthy queues of patient near hospitals and few of them get
treatment and rest of them have to go without treatment because of time factor. Some times
we have problems non-availability of essential drugs, shortage of ambulances, shortage of
beds etc. These problems can be conveniently solved by the application of operations research
techniques.
The above-discussed problems are few among many problems that can be solved by the
application of operation research techniques. This shows that Operations Research has no
limit on its scope of application.

1.8. PHASES IN SOLVING OPERATIONS RESEARCH PROBLEMS OR STEPS IN
SOLVING OPERATIONS RESEARCH PROBLEMS

Any Operations Research analyst has to follow certain sequential steps to solve the problem on hand.
The steps he has to follow are discussed below:

First he has to study the situation and collect all information and formulate the statement of the
problem. Hence the first step is thermulation of the problenirhe figure 1.3 shows the various steps
to be followed.

1.8.1. Formulation of the Problem

The Operations Research analyst or team of experts first have to examine the situation and clearly
define what exactly happening there and identify the variables and constraints. Similarly identify what
is the objective and put them all in the form of statement. The statement must include a) a precise
description goals or objectives of the study, b) identification of controllable and uncontrollable variables
and c) restrictions of the problem. The team should consult the personals at the spot and collect
information, if something is beyond their reach, they have to consult duty engineers available and
understand the facts and formulate the problem. Let us consider the following statement:

Statement A company manufacturds/o products X and Y, by using thehree machinesA,
B, andC. Each unit o takesl hour on machine A3 hourson machine B antl0 hourson machine
C. Similarly, producty takesone hour, 8 hours and 7 hour®n MachineA, B, andC respectively. In
the coming planning periodiO hours of machineA, 240 hours of machineB and 350 hours of
machineC is available for production. Each unitXbrings a profit of Rs 5/-andY brings Rs. 7 per
unit. How much of X and Y are to be manufacturedby the companyor maximizing the profit ?

The team of specialists prepares this statement after studying the system. As per requirement this
must include the variables, constraints, and objective function.
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Formulation of the Problem

Y
Identify the Variables and Constraints

Y

Establish the Relationship between the Variables and
}ﬁ, B, 'O

Figure 1.3. Phases of Solving Operations Research Problems.

1.8.2. Variables

The Company is manufacturing two produktg&ndY. These are the two variables in the problem.
When they are in the problem statement they are writteagital letters. Once they are entered in the
model small letters (lower case) letters are used X andy). We have to find out how much Xfand

how much ofY are to be manufactured. Hence they are variables. In linear programming language,
these are known as competing candidatBecause they compete to use or consume available resources.

1.8.3. Resources and Constraints

There are three machinés B, and C on which the products are manufactured. These are known as
resources. The capacity of machines in terms of machine hours available is the available resources.
The competing candidates have to use these available resources, which are limited in nature. Now in
the above statement, machiddnas got available 40 hours and machine B has available a capacity of
240 hours and that of machi@zis 350 hours. The products have to use these machine hours in
required proportion. That is one unit of prodxctonsumes one hour of machiAe 3 hours of
machineB and 10 hours of machir@ Similarly, one unit oY consumes one hour of machiBg8

hours of machin® and 7 hours of machir@ These machine hours given are the available resources
and they are limited in nature and hence theyanstraints given in the statement.
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1.8.4. Objective of the Problem

To maximise the profit how much of andY are to be manufactured? Thatriaximization of the
profit or maximization of the returns is the objective of the problem. For this in the statement it is
given that the profit contribution of X is Rs 5/- per unit and that of product Y is Rs. 7/- per unit.

1.8.5. To establish relationship between variables and constraints and build up a
model

Let us say that company manufactures x unitX ahd y units ofY. Then as one unit of consumes

one hour on machine A and one unit of y consumes one hour on machine A, the total consumption by
manufacturing units ofX and y units ofY is, Ix + 1y and this should not exceed available capacity of

40 hours. Hence thmathematical relationship in the form of mathematical model is 4 + 1y

40. This is for resource machirke Similarly for machineB and machine€C we can formulate the
mathematical models. They appear as shown below:

3x +8y 240for machineBand 1k + 7y  350for machineC. Therefore, the mathematical model

for these resources are:

Ix+1ly 40
3x+8 240 and
10x+ 7  350.

Similarly for objective function as the company manufacturing x uni¥ard y units ofY and
the profit contribution oKX and Y are Rs.5/- and Rs 7/- per uniXadndY respectively, the total profit
earned by the company by manufacturkandy units is5x + 7y. This we have to maximise. There-
fore objective function is Maximise X + 7y. At the same time, we have to remember one thing that
the company can manufacture any number of units or it may not manufacture a particular product, for
example sayx = 0. But it cannot manufacture negative unitx ahdy. Hence one more constraint is
to be introduced in the modet.a non - negativity constraint. Hence the mathematical representation
of the contents of the statement is as given below:

Maximise Z = 5 + 7y Subject to a condition(written as s.t)— OBJECTIVE FUNCTION.
Ix+1ly 40

‘ > STRUCTURAL CONSTRAINTS.

3x+8 240
10x +7y 350 and
Bothx andyare O NON-NEGATIVITY CONSTRAINT.

1.8.6. ldentify the possible alternative solutions (or known as Basic Feasible
Solutions or simply BFS)

There are various methods of getting solutions. These methods will be discussed later. For example
we go on giving various values (positive numbers only), and find various values of objective function.
All these are various Basic Feasible Solutions. For exarwle,1,2,3, etc. ang= 0,1,2,3 etc are all

feasible values as far as the given condition is concerned. Once we have feasible solutions on hand go
on asking is it maximum? Once we get maximum value, those values of x and y are optimal values. And
the value of objective function tgptimal value of the objective function These two steps we shall
discuss in detail in the next chapter.
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1.8.7. Install and Maintain the Solution

Once we get the optimal values of x and y and objective function instructions are given to the concerned
personal to manufacture the products as per the optimal solution, and maintain the same until further
instructions.

1.9. MEANING AND NECESSITY OF OPERATIONS RESEARCH MODELS

Management deals with reality that is at once complex, dynamic, and multifacet. It is neither possible
nor desirable, to consider each and every element of reality before deciding the courses of action. Itis
impossible because of time available to decide the courses of action and the resources, which are
limited in nature. More over in many cases, it will be impossible for a manager to conduct experiment
in real environment. For example, if an engineer wants to measure the inflow of water in to a reservoir
through a canal, he cannot sit on the banks of canal and conduct experiment to measure flow. He
constructs a similar model in laboratory and studies the problem and decides the inflow of water.
Hence for many practical problems, a model is necessary. Wdedare an operations research

model as some sort of mathematical or theoretical description of various variables of a system
representing some aspects of a problem on some subject of interest or inquiry. The model
enables to conduct a number of experiment involving theoretical subjective manipulations to

find some optimum solution to the problem on hand.

Let us take a very simple example. Say you have a small child in your house. You want to explain
to it what is an elephant. You can say a story about the elephant saying that it has a trunk, large ears,
small eyes etc. The child cannot understand or remember anything. But if you draw small drawing of
elephant on a paper and show the trunk, ears, eyes and it will grasp very easily the details of elephant.
When a circus company comes to your city and take elephants in procession, then the child if observe
the procession, it will immediately recognize the elephant. This is the exact use of a model. In your
classrooms your teacher will explain various aspects of the subject by drawing neat sketches on the
black board. You will understand very easily and when you come across real world system, you can
apply what all you learnt in your classroom. Hence through a model, we can explain the aspect of the
subject / problem / system. The inequalities given in section 1.8.5 is a mathematical model, which
explains clearly the manufacturing system, given in section 1(l8ekre we can say a model is a
relationship among specified variables and parameters of the system

1.9.1. Classification of Models

The models we use in operations research may broadly classified as:
(i) Mathematical and Descriptive models, aijl $tatic and Dynamic Models.

Mathematical and Descriptive Models

(i) Descriptive Model
A descriptive model explains or gives a description of the system giving various variables,
constraints and objective of the system or problem. In article 1.8.1 gives the statement of
the problem, which is exactly a descriptive model. The drawback of this model is as we go
on reading and proceed,; it is very difficult to remember about the variables and constraints,
in case the problem or description of the system is lengthy one. It is practically impossible
to keep on reading, as the manager has to decide the course of action to be taken timely.
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Hence these models, though necessary to understand the system, have limited use as far as
operations research is concerned.

(i) Mathematical Model
In article, 1.8.2 we have identified the variables and constraints and objective in the problem
statement and given them mathematical symbalisdy and a model is built in the form of
an inequality of type. Objective function is also given. This is exactly a mathematical
model, which explains the entire system in mathematical language, and enables the operations
research person to proceed towards solution.

1.9.2. Types of Models

Models are also categorized depending orsthecture, purpose, nature of environment, behaviour, by
method of solution and by use of digital computers.

(a) Classification by Structure

(i)

(ii)

(iii )

Iconic Models:These models are scaled version of the actual object. For example a toy
of a car is an iconic model of a real car. In your laboratory, you might have seen
Internal Combustion Engine models, Boiler models etc. All these are iconic models of
actual engine and boiler etc. They explain all the features of the actual object. In fact a
globe is an iconic model of the earth. These models may be of enlarged version or
reduced version. Big objects are scaled down (reduced version) and small objects,
when we want to show the features, it is scaled up to a bigger version. In fact it is a
descriptive model giving the description of various aspects of real object. As far as
operations research is concerned, is of less use. The advantages of these models: are It
is easy to work with an iconic model in some cases, these are easy to construct and
these are useful in describing static or dynamic phenomenon at some definite time.
The limitations are, we cannot study the changes in the operation of the system. For
some type of systems, the model building is very costly. It will be sometimes very
difficult to carry out experimental analysis on these models.

Analogue Modelin this model one set of properties are used to represent another set
of properties. Say for example, blue colour generally represents water. Whenever we
want to show water source on a map it is represented by blue colour. Contour lines on
the map is also analog model. Many a time we represent various aspects on graph by
defferent colours or different lines all these are analog models. These are also not
much used in operations research. The best examples are warehousing problems and
layout problems.

Symbolic Models or Mathematical Modells these models the variables of a problem

is represented by mathematical symbols, letters etc. To show the relationships between
variables and constraints we use mathematical symbols. Hence these are known as
symbolic models or mathematical models. These models are used very much in
operations research. Examples of such models are Resource allocation model,
Newspaper boy problem, transportation model etc.

(b) Classification by utility
Depending on the use of the model or purpose of the model, the models are classified as
Descriptive, Predictive and Prescriptive models.
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(i) Descriptive modelThe descriptive model simply explains certain aspects of the problem
or situation or a system so that the user can make use for his analysis. It will not give
full details and clear picture of the problem for the sake of scientific analysis.

(if) Predictive modelThese models basing on the data collected, can predict the approximate
results of the situation under question. For example, basing on your performance in the
examination and the discussions you have with your friends after the examination and
by verification of answers of numerical examples, you can predict your score or results.
This is one type of predictive model.

(iii) Prescriptive modeldNVe have seen that predictive models predict the approximate results.
But if the predictions of these models are successful, then it can be used conveniently
to prescribe the courses of action to be taken. In such case we call it as Prescriptive
model. Prescriptive models prescribe the courses of action to be taken by the manager
to achieve the desired goal.

(c) Classification by nature of environment

Depending on the environment in which the problem exists and the decisions are made, and

depending on the conditions of variables, the models may be categoriReteasinistic

modelsandProbabilistic models.

(i) Deterministic Modelsin this model the operations research analyst assumes complete
certainty about the values of the variables and the available resources and expects that
they do not change during the planning horizon. All these are deterministic models and
do not contain the element of uncertainty or probability. The problems we see in Linear
Programming, assumes certainty regarding the values of variables and constraints hence
the Linear Programming model is a Deterministic model.

(ii) Probabilistic or Stochastic Model$n these models, the values of variables, the pay
offs of a certain course of action cannot be predicted accurately because of element of
probability. It takes into consideration element of risk into consideration. The degree
of certainty varies from situation to situation. A good example of this is the sale of
insurance policies by Life Insurance Companies to its customers. Here the failure of
life is highly probabilistic in nature. The models in which the pattern of events has been
compiled in the form of probability distributions are known as Probabilistic or Stochastic
Models.

(d) Classification depending on the behaviour of the problem variables

Depending on the behaviour of the variables and constraints of the problem they may be

classified asStatic Modelsor Dynamic models

(i) Static ModelsThese models assumes that no changes in the values of variables given
in the problem for the given planning horizon due to any change in the environment or
conditions of the system. All the values given are independent of the time. Mostly, in
static models, one decision is desirable for the given planning period.

(i) Dynamic Modelsin these models the values of given variables goes on changing with
time or change in environment or change in the conditions of the given system. Generally,
the dynamic models then exist a series of interdependent decisions during the planning
period.

(e) Classification depending on the method of getting the solution

We may use different methods for getting the solution for a given model. Depending on

these methods, the models are classified rayical Modelsand Simulation Models.
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(i) Analytical Models:The given model will have a well-defined mathematical structure
and can be solved by the application of mathematical techniques. We see in our discussion
that the Resource allocation model, Transportation model, Assignment model,
Sequencing model etc. have well defined mathematical structure and can be solved by
different mathematical techniques. For example, Resource allocation model can be
solved by Graphical method or by Simplex method depending on the number of variables
involved in the problem. All models having mathematical structure and can be solved
by mathematical methods are known as Analytical Models.

(i) Simulation Models: The meaning of simulation isnitation. These models have
mathematical structure but cannot be solved by using mathematical techniques. It
needs certain experimental analysis. To study the behaviour of the system, we use
random numbers. More complex systems can be studied by simulation. Studying the
behaviour of laboratory model, we can evaluate the required values in the system. Only
disadvantage of this method is that it does not have general solution method.

1.9.3. Some of the Points to be Remembered while Building a Model

*

When we can solve the situation with a simple model, do not try to build a complicated
model.

Build a model that can be easily fit in the techniques available. Do not try to search for a
technique, which suit your model.

In order to avoid complications while solving the problem, the fabrication stage of modeling
must be conducted rigorously.

Before implementing the model, it should be validated / tested properly.

Use the model for which it is deduced. Do not use the model for the purpose for which it is
not meant.

Without having a clear idea for which the model is built do not use it. It is better before using
the model; you consult an operations research analyst and take his guidance.

Models cannot replace decision makers. It can guide them but it cannot make decisions. Do
not be under the impression, that a model solves every type of problem.

The model should be as accurate as possible.

A model should be as simple as possible.

Benefits of model are always associated with the process by which it is developed.

1.9.4. Advantages of a Good Model

(i)
(ii)
(iii )
(iv)
(v)
(vi)
(vii)

A model provides logical and systematic approach to the problem.

It provides the analyst a base for understanding the problem and think of methods of solving.
The model will avoid the duplication work in solving the problem.

Models fix the limitation and scope of an activity.

Models help the analyst to find newer ways of solving the problem.

Models saves resources like money, time etc.

Model helps analyst to make complexities of a real environment simple.
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(viii )
(ix)

Risk of tampering the real object is reduced, when a model of the real system is subjected to
experimental analysis.

Models provide distilled economic descriptions and explanations of the operation of the
system they represent.

1.9.5. Limitations of a Model

(i)
(if)

Models are constructed only to understand the problem and attempt to solve the problem;
they are not to be considered as real problem or system.

The validity of any model can be verified by conducting the experimental analysis and with
relevant data characteristics.

1.9.6. Characteristics of a Good Model

(i)
(if)

(iii )
(iv)

The number of parameters considered in a model should be less to understand the problem
easily.

A good model should be flexible to accommodate any necessary information during the
stages of building the model.

A model must take less time to construct.

A model may be accompanied by lower and upper bounds of parametric values.

1.9.7. Steps in Constructing a Model

(i)

(i)
(iii )

Problem environment analysis and formulatid@ne has to study the system in all aspects,

if necessary make relevant assumptions, have the decision for which he is constructing the
model in mind and formulate the model.

Model construction and assumptiondentify the main variables and constraints and relate
them logically to arrive at a model.

Testing the modelfter the formulation, before using check the model for its validity.

1.10. Methods of Solving Operations Research Problems

There are three methods of solving an operations research problem. They are:

(i)
(i)

(if)

Analytical method, i{) Iterative Method,i{i) The Monte-Carlo Technique.

Analytical Method When we use mathematical techniques such as differential calculus,
probability theory etc. to find the solution of a given operations research model, the method
of solving is known as analytical method and the solution is known as analytical solution.
Examples are problems of inventory models. This method evaluates alternative policies
efficiently.

Iterative Method (Numerical Methodd)his is trial and error method. When we have large
number of variables, and we cannot use classical methods successfully, we use iterative
process. First, we set a trial solution and then go on changing the solution under a given set
of conditions, until no more madification is possible. The characteristics of this method is
that the trial and error method used is laborious, tedious, time consuming and costly. The
solution we get may not be accurate one and is approximate one. Many a time we find that
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after certain number of iterations, the solution cannot be improved and we have to accept it
as the expected optimal solution.

(iii) Monte-Carlo MethodThis method is based on random sampling of variable's values from a
distribution of the variable. This uses sampling technique. A table of random numbers must
be available to solve the problems. In fact it is a simulation process.

1.11. SOME IMPORTANT MODELS (PROBLEMS) WE COME ACROSS IN THE
STUDY OF OPERATIONS RESEARCH

1. Linear Programming Model

This model is used for resource allocation when the resources are limited and there are number of
competing candidates for the use of resources. The model may be used to maximise the returns or
minimise the costs. Consider the following two situations:

(@) A company which is manufacturing variety of products by using available resources, want
to use resources optimally and manufacture different quantities of each type of product,
which yield different returns, so as to maximise the returns.

(b) A company manufactures different types of alloys by purchasing the three basic materials
and it want to maintain a definite percentage of basic materials in each alloy. The basic
materials are to be purchased from the sellers and mix them to produce the desired alloy.
This is to be done at minimum cost.

Both of them are resource allocation models, the @ss (naximisation problem and the
case f) is minimisation problem.

(c) Number of factories are manufacturing the same commaodities in different capacities and the
commodity is sent to various markets for meeting the demands of the consumers, when the
cost of transportation is known, the linear programming helps us to formulate a programme
to distribute the commodity from factories to markets at minimum cost. The model used is
transportation model.

(d) When a company has number of orders on its schedule, which are to be processed on same
machines and the processing time, is known, then we have to allocate the jobs or orders to
the machines, so as to complete all the jobs in minimum time. This we can solve by using
Assignment model.

All the above-discussed models are Linear Programming Models. They can be solved by application

of appropriate models, which are linear programming models.

2. Sequencing Model

When a manufacturing firm has some job orders, which can be processed on two or three machines
and the processing times of each job on each machine is known, then the problem of processing in a
sequence to minimise the cost or time is known as Sequencing model.

3. Waiting Line Model or Queuing Model

A model used for solving a problem where certain service facilities have to provide service to its
customers, so as to avoid lengthy waiting line or queue, so that customers will get satisfaction from
effective service and idle time of service facilities are minimised is waiting line model or queuing model.



Historical Development 21

4. Replacement Model

Any capital item, which is continuously used for providing service or for producing the product is
subjected to wear and tear due to usage, and its efficiency goes on reducing. This reduction in
efficiency can be predicted by the increasing number of breakdowns or reduced productivity. The
worn out parts or components are to be replaced to bring the machine back to work. This action is
known as maintenance. A time is reached when the maintenance cost becomes very high and the
manager feels to replace the old machine by new one. This type of problems known as replacement
problems and can be solved by replacement models.

5. Inventory Models

Any manufacturing firm has to maintain stock of materials for its use. This stock of materials, which
are maintained in stores, is known as inventory. Inventory is one form of capital or money. The
company has to maintain inventory at optimal cost. There are different types of inventory problems,
depending the availability and demand pattern of the materials. These can be solved by the application
of inventory models.

In fact depending on the number of variables, characteristics of variables, and the nature of
constraints different models are available. These models, we study when we go chapter wise.

QUESTIONS

Trace the history of Operations Research.
Give a brief account of history of Operations Research.
Discuss the objective of Operations Research.

"Operations Research is a bunch of mathematical techniques to break industrial problems”.
Critically comment.

What is a Operations Research model? Discuss the advantages of limitation of good Operations
Research model.

Discuss three Operations Research models.

What is a decision and what are its characteristics.

Briefly explain the characteristics of Operations Research.

Discuss the various steps used in solving Operations Research problems.
10. Discuss the scope of Operations Research.
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CHAPTER -2

Linear Programming Models
(Resource Allocation Models)

2.1. INTRODUCTION

A model, which is used for optimum allocation of scarce or limited resources to competing
products or activities under such assumptions as certainty, linearity, fixed technology, and
constant profit per unit, is linear programming

Linear Programming is one of the most versatile, powerful and useful techniques for making
managerial decisions. Linear programming technique may be used for solving broad range of problems
arising in business, government, industry, hospitals, libraries, etc. Whenever we want to allocate the
available limited resources for various competing activities for achieving our desired objective, the
technique that helps usisNEAR PROGRAMMING . As a decision making tool, it has demonstrated
its value in various fields such as production, finance, marketing, research and development and
personnel management. Determination of optimal product mix (a combination of products, which
gives maximum profit), transportation schedules, Assignment problem and many more. In this chapter,
let us discuss about various types of linear programming models.

2.2. PROPERTIES OF LINEAR PROGRAMMING MODEL

Any linear programming model (problem) must have the following properties:
(&) The relationship between variables and constraints must be linear.
(b) The model must have an objective function.
(c) The model must have structural constraints.

(d) The model must have non-negativity constraint.
Let us consider a product mix problem and see the applicability of the above properties.

Example 2.1. Acompany manufactures two productsX and Y, which require, the following
resources. The resources are the capacities machiig, M,, and M. The available capacities
are 50,25,and 15 hours respectively in the planning period. Produet requires 1 hour of
machine M, and 1 hour of machineM;. Product Y requires 2 hours of machineM,, 2 hours of
machine M, and 1 hour of machineMs. The profit contribution of products X and Y are Rs.5/-
and Rs.4/- respectively.
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The contents of the statement of the problem can be summarized as follows:

Machines Products Availability in hours
X Y
M, 0 2 50
M, 1 2 5
M, 1 1 15
Profit in Rs. Per unit 5 4

In the above problem, ProductsandY are competing candidates or variables.

Machine capacities are available resources. Profit contribution of prodwidY are given.
Now let us formulate the model.

Let the company manufacturesinits of X and y units ofy. As the profit contributions of and
Y are Rs.5/- and Rs. 4/- respectively. The objective of the problem is to maximize th&,phefice
objective function is:

Maximize Z = 5x + 4y OBJECTIVE FUNCTION.

This should be done so that the utilization of machine hours by products x and y should not
exceed the available capacity. This can be shown as follows:

For MachineM,; O0x +2y 50
For Machine M, Ix +2y 25 and|| — > LINEAR STRUCTURAL CONSTRAINTS.

For machineM; Ix + ly 15

But the company can stop productionxadndy or can manufacture any amountxcandy. It
cannot manufacture negative quantitiex ahdy. Hence we have write,

Bothx andyare 0. ——> NON -NEGATIVITY CONSTRAINT.

As the problem has got objective function, structural constraints, and non-negativity constraints
and there exist a linear relationship between the variables and the constraints in the form of inequalities,
the problem satisfies the properties of the Linear Programming Problem.

2.2.1. Basic Assumptions

The following are some important assumptions made in formulating a linear programming model:

1. Itis assumed that the decision maker hererspletely certaifi.e., deterministic conditions)
regarding all aspects of the situatioe,, availability of resources, profit contribution of the
products, technology, courses of action and their consequences etc.

2. ltisassumed that the relationship between variables in the problem and the resources available
i.e., constraints of the problem exhibitsearity. Here the term linearity implies proportionality
and additivity. This assumption is very useful as it simplifies modeling of the problem.

3. We assume heiffixed technologyFixed technology refers to the fact that the production
requirements are fixed during the planning period and will not change in the period.

4. lItis assumed that thprofit contribution of a product remains constaintespective of level
of production and sales.
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5. It is assumed that the decision variables ametinuous It means that the companies
manufacture products in fractional units. For example, company manufacture 2.5 vehicles,
3.2 barrels of oil etc. This is referred too as the assumptidivisfbility.

6. It is assumed thainly one decisions required for the planning period. This condition
shows that the linear programming model is a static model, which implies that the linear
programming problem is single stage decision probler(Note: Dynamic Programming
problem is a multistage decision problem).

7. All variables are restricted twnnegative value.e., their numerical value will be0).

2.2.2. Terms Used in Linear Programming Problem

Linear programmings a method of obtaining an optimal solution or programme (say, product mix in a
production problem), when we have limited resources and a good nundmenjéting candidates to
consumethe limited resources inertain proportion The term linear implies the condition of
proportionality and additivity. Therogrammeis referred as a course of action covering a specified
period of time, say planning period. The manager has to find out the best course of action in the interest
of the organization. This best course of action is termeg@®sal course of action or optimal solution

to the problem. A programme is optimal, whemé#ximizes or minimizesome measure or criterion of
effectiveness, such as profit, sales or costs.

The termprogrammingrefers to a systematic procedure by which a particular program or plan of
action is designed. Programming consists of a series of instructions and computational rules for solving
a problem that can be worked out manually or can fed into the computer. In solving linear programming
problem, we use a systematic method knowsiraplex methodeveloped by American mathematician
George B. Dantzig in the year 1947.

The candidates or activity here refers to number of products or any such items, which need the
utilization of available resources in a certain required proportion. The available resources may be of any
nature, such as money, area of land, machine hours, and man-hours or materials. Butithiéggdare
in availability and which are desired by the activities / products for consumption.

2.2.3. General Linear Programming Problem
A general mathematical way of representing a Linear Programming Problem (L.P.P.) is as given below:

Z=c¢x, + ¢, X, +... ¢ x subjects to the conditions, —— OBJECTIVE FUNCTION

ax, +a,x,+ a;x, +..+a,x +..+.a x (,=") b

8 X, ta,X+ta, X t . +a, X +.... +a,x (!,=") b, Structural
................................................................................................... Constraints
a,x +a,x,+a.x +.+a x..+a x (,=")b,

and all xare =0 ———>NON NEGETIVITY CONSTRINT.
Where j=1,2,3,...n

Where allg; s, by s anda;; s are constants angls are decision variables.

To show the relationship between left hand side and right hand side the sympsls are
used. Any one of the signs may appear in real problems. Generdaign is used for maximization
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problems and sign is used for minimization problems and in some problems, which are known as
mixed problems we may have all the three signs. The word optimize in the above model indicates either
maximise or minimize. The linear function, which is to be optimized, is the objective function. The
inequality conditions shown are constraints of the problem. Finaktysshould be positive, hence the
non-negativity function.
The steps for formulating the linear programming are:

1. Identify the unknown decision variables to be determined and assign symbols to them.

2. Identify all the restrictions or constraints in the problem and express them as linear

equations or inequalities of decision variables.

3. Identify the objective or aim and represent it also as a linear function of decision variables.

Construct linear programming model for the followprgblems

2.3. MAXIMIZATION MODELS

Example 2.2. A retail store stocks two types of shirtd and B. These are packed in attractive
cardboard boxes. During a week the store can sell a maximum of 400 shirts of typeand a
maximum of 300 shirts of typeB. The storage capacity, however, is limited to a maximum of
600 of both types combined. Typé shirt fetches a profit of Rs. 2/- per unit and typeB a profit

of Rs. 5/- per unit. How many of each type the store should stock per week to maximize the
total profit? Formulate a mathematical model of the problem.

Solution: Here shirtA andB are problem variables. Let the store sta&kuhits of Aand b’ units of
B. As the profit contribution oA andB are Rs.2/- and Rs.5/- respectively, objective function is:
MaximizeZ = 2a + 5b subjected to condition (s.t.)
Structural constraints are, stores can sell 400 units of Alartd 300 units of shif® and the
storage capacity of both put together is 600 units. Hence the structural constraints are:
la+Ob!400and ;a + b 300 for sales capacity and * b 600 for storage capacity.
And non-negativity constraint is bothandb are 0. Hence the model is:
MaximizeZ = 2a + B s.t.
la+0b 400
Oa+1 300
la+1 600 and
Both aandbare O.

Problem 2.3. A ship has three cargo holds, forward, aft and center. The capacity limits are:
Forward 2000 tons, 100,000 cubic meters
Center 3000 tons, 135,000 cubic meters
Aft 1500 tons, 30,000 cubic meters.

The following cargoes are offered, the ship owners may accept all or any part of each commodity:

Commodity | Amount in tons. \olume/ton in cubic metgrs  Profit per ton in R§.
A 6000 60 60
B 4000 50 80
C 2000 25 50
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In order to preserve the trim of the ship the weight in each hold must be proportional to the
capacity in tons. How should the cargo be distributed so as to maximize profit? Formulate this as linear
programming problem.

Solution: Problem variables are commoditids B, andC. Let the shipping company shig units of
A and b’ units ofB and ¢’ units ofC. Then Objective function is:

Maximize Z = 60a + 8 + 50c s.t.

Constraints are:

Weight constraint: 60G0+ 400 +200& 6,500 ( = 2000+3000+1500)

The tonnage of commodity is 6000 and each ton occupies 60 cubic meters, hence there are 100
cubic meters capacity is available.

Similarly, availability of commaoditieB andC, which are having 80 cubic meter capacities each.
Hence capacity inequality will be:

100a +8b + 8¢  2,65,000 (= 100,000+135,000+30,000). Hence the l.p.p. Model is:

MaximiseZ = 60a+80b+50c s.t. 10@ = 6000/60 = 100

600(a + 400 + 200@¢ 6,500 8(b = 4000/50 = 80
100a+800+80c  2,65,000 and 80c = 2000/25 = 80 etc.
abcall 0

2.4. MINIMIZATION MODELS

Problem 2.4.A patient consult a doctor to check up his ill health. Doctor examines him and advises
him that he is having deficiency of two vitamins, vitandirand vitaminD. Doctor advises him to
consume vitaminmA andD regularly for a period of time so that he can regain his health. Doctor
prescribes toniX and tonicY, which are having vitamiA, andD in certain proportion. Also advises

the patient to consuna least40 units of vitaminA and 50 units of vitamin Daily. The cost of tonics

X andY and the proportion of vitamiA andD that present itX andY are given in the table below.
Formulate I.p.p. to minimize the cost of tonics.

Vitamins Tonics Daily requirement in units.
X Y
A 2 4 40
D 3 2 50
Cost in Rs. per unit. 5 3

Solution: Let patient purchaseunits of X and y units ofY.

Objective function: MinimizeZ = 5x + 3y

Inequality for vitaminA is 2x + 4y 40 (Hereat leastword indicates that the patient can
consume more than 40 units but not less than 40 units of vitamin A daily).

Similarly the inequality for vitamin D isx3+ 2y  50.

For non—negativity constraint the patient cannot consume negative units. Henceaoalh x
must be 0.

Now the l.p.p. model for the problem is:
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Minimize Z = 5x + 3y s.t.
2X+4y 40

3x+2 50and
Bothx andy are 0.

Problem 2.5.A machine tool company conducts a job-training programme at a ratio of one for every
ten trainees. The training programme lasts for one month. From past experience it has been found that
out of 10 trainees hired, only seven complete the programme successfully. (The unsuccessful trainees
are released). Trained machinists are also needed for machining. The company's requirement for the
next three months is as follows:

January: 100 machinists, February: 150 machinists and March: 200 machinists.

In addition, the company requires 250 trained machinists by April. There are 130 trained machinists
available at the beginning of the year. Pay roll cost per month is:

Each trainee Rs. 400/- per month.

Each trained machinist (machining or teaching): Rs. 700/- p.m.

Each trained machinist who is idle: Rs.500/- p.m.

(Labour union forbids ousting trained machinists). Build a I.p.p. for produce the minimum cost
hiring and training schedule and meet the company’s requirement.

Solution: There are three options for trained machinists as per the data givenrgined machinist

can work on machineii] he can teach oiii() he can remain idle. It is given that the number of trained
machinists available for machining is fixed. Hence the unknown decision variables are the number of
machinists goes for teaching and those who remain idle for each month. Let,

‘a’ be the trained machinists teaching in the month of January.

‘b’ be the trained machinists idle in the month of January.

‘c’ be the trained machinists for teaching in the month of February.

‘d’ be the trained machinists remain idle in February.

‘e’ be the trained machinists for teaching in March.

‘f” be the trained machinists remain idle in the month of March.

The constraints can be formulated by the rule that the number of machinists used for (machining
+ teaching + idle) = Number of trained machinists available at the beginning of the month.

For January 100 +al+ 1b 130

For February, 150 +cl+ 1d = 130 + & (Here & indicates that the number of machinist trained
is 10 xa = 10a. But only 7 of them are successfully completed the traineaga).

For the month of March, 200 €% If 130 + A +7c

The requirement of trained machinists in the month of April is 250, the constraints for this will be

130+ @+ 7c + 7e 250 and the objective function is

Minimize Z = 400 (1& + 1Cc + 10e) + 700 (& +1c + 1e) + 400 (b + 1d +1f) and the non-
negativity constraint ig, b, ¢, d, e, fall 0. The required model is:

Minimize Z = 400 (1& + 10c + 10e) + 700 (& +1c + 1e) + 400 (b + 1d + If) s.t.

100+ :a+1b 130

150+ +1d 130+ &
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200+ 2+ 1f 130+@a+Tc
130+ A+ 7c+7¢ 250 and
ab,cdefal 0.

2.5. METHODS FOR THE SOLUTION OF A LINEAR PROGRAMMING PROBLEM

Linear Programming, is a method of solving the type of problem in which two orcaodédatesor
activities are competing to utilize the available limited resources, with a vieptimize theobjective
function of the problem. The objective may be to maximizeréterns or to minimize theosts The
various methods available to solve the problem are:

1. The Graphical Method when we have two decision variables in the problem. (To deal with
more decision variables by graphical method will become complicated, because we have to
deal with planes instead of straight lines. Hence in graphical method let us limit ourselves to
two variable problems.

2. The Systematic Trial and Error method, where we go on giving various values to variables
until we get optimal solution. This method takes too much of time and laborious, hence this
method is not discussed here.

3. The Vector method. In this method each decision variable is considered as a vector and
principles of vector algebra is used to get the optimal solution. This method is also time
consuming, hence it is not discussed here.

4. The Simplex method. When the problem is having more than two decision variables, simplex
method is the most powerful method to solve the problem. It has a systematic programme,
which can be used to solve the problem.

One problem with two variables is solved by using both graphical and simplex method, so as to
enable the reader to understand the relationship between the two.

2.5.1. Graphical Method

In graphical method, the inequalities (structural constraints) are considered to be equations. This is
because; one cannot draw a graph for inequality. Only two variable problems are considered, because
we can draw straight lines in two-dimensional plaXeaxis andY-axis). More over as we have non-
negativity constraint in the problem that is all the decision variables must have positive values always
the solution to the problem lies in first quadrant of the graph. Some times the value of variables may fall
in quadrants other than the first quadrant. In such cases, the line joining the values of the variables must
be extended in to the first quadrant. The procedure of the method will be explained in detail while
solving a numerical problem. The characteristics of Graphical method are:
(i) Generally the method is used to solve the problem, when it involves two decision variables.
(i) Forthree or more decision variables, the graph deals with planes and requires high imagination
to identify the solution area.
(iii) Always, the solution to the problem lies in first quadrant.
(iv) This method provides a basis for understanding the other methods of solution.

Problem 2.6.A company manufactures two productsandY by using three machings B, andC.
MachineA has 4 hours of capacity available during the coming week. Similarly, the available capacity
of machinesB and C during the coming week is 24 hours and 35 hours respectively. One unit of
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productX requires one hour of Machide 3 hours of machinB and 10 hours of machir@ Similarly
one unit of producY requires 1 hour, 8 hour and 7 hours of maclkinB andC respectively. When
one unit ofX is sold in the market, it yields a profit of Rs. 5/- per product and théaioRs. 7/- per
unit. Solve the problem by using graphical method to find the optimal product mix.

Solution: The details given in the problem is given in the table below:

Machines Products Aailable capacity in hours.
(Time required in hours).
X Y
A 1 4
B 8 2
C 10 7 35
Profit per unit in Rs. 5 7

Let the company manufacturesinits of X and y units ofy, and then the L.P. model is:

MaximiseZ = 5x + 7y s.t.

Ix+1ly 4

Xx+8 24

1x+7% 35and

Bothx andy are 0.

As we cannot draw graph for inequalities, let us consider them as equations.

MaximiseZ = 5x + 7y s.t.

Ix+1ly=4

3x+8 =24

10x + 7y = 35 and botkx andy are 0

Let us take machinA. and find the boundary conditions.Xf 0, machineA can manufacture
4/1 = 4 units ofy.

X

[ [ [ [
0 1 2 3 4

Figure 2.1 Graph for machine A
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Similarly, if y = 0, machinéA can manufacture 4/1 = 4 units>fFor other machines:

MachineB Whenx = 0 ,y = 24/8 =3 and whep=0x=24/3=8

MachineC Whenx = 0,y = 35/10 = 3.5 and when=0,x=35/7 = 5.

These values we can plot on a graph, taking produst x-axis and producY ony- axis.

First let us draw the graph for machifeln figure 2. 1 we get line 1 which represems+1ly
= 4. The poinf onY axis shows that the company can manufacture 4 unitoofy when does not
want to manufacturX. Similarly the pointQ on X axis shows that the company can manufacture 4
units of X, when does not want to manufactifteln fact trianglePOQ is the capacity of maching
and the lind?Q is the boundary line for capacity of machie

Similarly figure 2.2 show the Capacity line RS for mactieand the triangl®OSshows the
capacity of machin® i.e., the machinédB can manufacture 3 units of produ¢talone or 8 units of
productX alone.

units

units

Figure 2.2. Graph for machine B

The graph 2.3 shows that the machihbas a capacity to manufacture 5 unit&¥'@lone or 3.5
units of X alone. LineTU is the boundary line and the triangl®U is the capacity of machir@

The graph is the combined graph for mach#rend machin®. LinesPQ and RS intersect .
The area covered by both the lines indicates the proddietsdY) that can be manufactured by using
both machines. This area is the feasible area, which satisfies the conditions of inequalities of machine
A and machin®. AsX andY are processed dhandB the number of units that can be manufactured
will vary and the there will be some idle capacities on both machines. The idle capacities of machine
and machind3 are shown in the figure 2.4.
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units

units

units

Figure 2.3. Graph for machine C

units

Figure 2.4. Graph of Machines A and B

31
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Figure 2.5 shows the feasible area for all the three machines combined. This is the fact because
a productsX andY are complete when they are processed on maéhiBeandC. The area covered
by all the three lineBQ. RS andTU form a closed polygoROUVW This polygon is the feasible area
for the three machines. This means that all the points on the lines of polygon and any point within the

polygon satisfies the inequality conditions of all the three machines. To find the optimal solution, we
have two methods.

8 I W W S S .
0 1 2 3YU4Q 5~ 6 7 8 9 10
N7 units

Figure 2.5. Graph for machine A, B and C combined

Method 1.Here we find the co-ordinates of corners of the closed polRgadVWand substitute
the values in the objective function. In maximisaton problem, we select the co-ordinates giving maximum

value. And in minimisaton problem, we select the co-ordinates, which gives minimum value.
In the problem the co-ordinates of the corners are:

R=(0, 3.5),0=(0,0), U= (350),V=(25,15) andV = (1.6,2.4). Substituting these
values in objective function:

Z o35 =5%0+7x35=Rs. 24.50, at poRit
Z o =5%x0+7x0 =Rs.00.00, atpodt
Z350 =5%x35+ 7x0= Rs. 17.5 at pount
Z 5515 =5%x25+ 7x15= Rs. 23.00 at poiit
Z (16,24 = 5x1.6+7x24 =Rs.24.80 at poil
Hence the optimal solution for the problem is company has to manufacture 1.6 units of product
Xand 2.4 units of produdt, so that it can earn a maximum profit of Rs. 24.80 in the planning period.
Method 2. Isoprofit Line Method: Isoprofit line, a line on the graph drawn as per the objective
function, assuming certain profit. On this line any point showing the values of x and y will yield same

profit. For example in the given problem, the objective function is MaxifvisBx + 7. If we assume
a profit of Rs. 35/-, to get Rs. 35, the company has to manufacture either 7 uhis Bfunits ofY.
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Hence, we draw linEZ (preferably dotted line) fong+ 7y = 35. Then draw parallel line to this lid&

at origin. The line at origin indicates zero rupees profit. No company will be willing to earn zero rupees
profit. Hence slowly move this line away from origin. Each movement shows a certain profit, which is
greater than Rs.0.00. While moving it touches corners of the polygon showing certain higher profit.
Finally, it touches the farthermost corner covering all the area of the closed polygon. This point where
the line passes (farthermost point) is@RTIMAL SOLUTION of the problem. In the figure 2.6. the

line ZZ passing through poiW covers the entire area of the polygon, hence it is the point that yields
highest profit. Now poin¥W has co-ordinates (1.6, 2.8 ow Optimal profit Z=5%x 1.6 +7 x 2.4 =

Rs. 24.80.

Points to be Noted:

(i) In case Isoprofit line passes through more than one point, then it means that the
problem has more than one optimal solutionj.e., alternate solutions all giving
the same profit. This helps the manager to take a particular solution depending
on the demand position in the market. He has options.

(i) If the Isoprofit line passes through single point, it means to say that the problem
has unique solution.

(iii) If the Isoprofit line coincides any one line of the polygon, then all the points on
the line are solutions, yielding the same profit. Hence the problem has
innumerable solutions.

(iv) If the line do not pass through any point (in case of open polygons), then the
problem do not have solution, and we say that the problem is UNBOUND.

Figure 2.6. 1SO profit line method.
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Now let us consider some problems, which are of mathematical interest. Such problems may not
exist in real world situation, but they are of mathematical interest and the student can understand the
mechanism of graphical solution.

Problem 2.7.Solve graphically the given linear programming problem. (Minimization Problem).
Minimize Z=3a+ % S.T

-3a+4 12
2a-1b -2
2a+3 12
la+ 4
da+1l 2

And botha andb are 0.

Points to be Noted:

(i) Ininequality —3a + 4b 12, product/the candidate/activity requires —3 units of
the resource. It does not give any meaning (or by manufacturing the product A
the manufacturer can save 3 units of resource No.1 or one has to consume —3
units of A. (All these do not give any meaning as far as the practical problems or
real world problems are concerned).

(i) In the second inequality, on the right hand side we have —2. This means that —2
units of resource is available. It is absolutely wrong. Hence in solving a l.p.p.
problem, one must see that the right hand side we must have always a positive
integer. Hence the inequality is to be multiplied by —1 so that the inequality sign
also changes. In the present case it becomesa—2 1b 2.

Solution: Now the problem can be written as:
Minimize Z=3a+ 5 S.T.
When converted into equations they can be written as &#n3a + 5b ST.

-3a+4b 12 -3a+4b=12
—2a+1b 2 Za+1b=2
2a—3 12 2a-3b=12
la+0b 4 la+b=4

Oa+ 1b 2 and botha andb are!l#= 0.0a+ 1b! 2 and botla andb are! 0.

The lines for inequalities &3+ 4b " 12 and —& + 1b " 2 starts from quadrant 2 and they are to
be extended into quadrant 1. Figure 2.7 shows the graph, with Isocost line.

Isocost line is a line, the points on the line gives the same cost in Rupees. We write
Isocost line at a far off place, away from the origin by assuming very high cost in objective
function. Then we move line parallel towards the origin (in search of least cost) until it passes
through a single corner of the closed polygon, which is nearer to the origin, (Unique Solution),
or passes through more than one point, which are nearer to the origin (more than one solution)
or coincides with a line nearer to the origin and the side of the polygon (innumerable solution).

The solution for the problem is the pol((3,2,) and théVlinimum costis Rs. 3 x 3 +2 x5 =
Rs. 19/-
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Problem 2.8.The cost of materiala andB is Re.1/- per unit respectively. We have to manufacture an
alloy by mixing these to materials. The process of preparing the alloy is carried out on three f4cilities

Y andZ. FacilitiesX andZ are machines, whose capacities are limi¥d a furnace, where heat
treatment takes place and the material must use a minimum given time (even if it uses more than the
required, there is no harm). Materatequires 5 hours of machiXeand it does not require processing

on machineZ. MaterialB requires 10 hours of machiXeand 1 hour of maching Both A andB are

to be heat treated at last one hour in furnacehe available capacities ¥f Y andZ are 50 hours, 1

hour and 4 hours respectively. Find how mucl@ndB are mixed so as to minimize the cost.

units

— 1 T .
-5 4 -3 2 -1 0 1 2 3 4 5 6 7
units units

Figure 2.7. Graph for the problem 2.7

Solution: The l.p.p. model is:

5

units

=)

Z units

Figure 2.8. Graph for the problem 2.8
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Solution: The straight line for 2 — 1y = 2 starts in # quadrant and is to be extended into first
guadrant. The polygon is not a closed one and the feasible area is unbound. But when an Isoprofit line
is drawn it passes through a corner of the feasible area that is theMaooh#ére open polygon. The

(figure 2.10) coordinates dfl are (3, 4) and themaximum Z = Rs. 10/-

Lo
1 =
\*

l\)_
E
w2 (98]
]
o]

Figure 2.10. Graph for the problem 2.10

Problem 2.11.A company manufactures two produgtandY. The profit contribution oK andY are
Rs.3/- and Rs. 4/- respectively. The produtandY require the services of four facilities. The
capacities of the four facilitie&, B, C, andD are limited and the available capacities in hours are 200
Hrs, 150 Hrs, and 100 Hrs. and 80 hours respectively. Protluequires 5, 3, 5 and 8 hours of
facilities A, B, C andD respectively. Similarly the requirement of prodiycis 4, 5, 5, and 4 hours
respectively orA, B, C andD. Find the optimal product mix to maximise the profit.

Solution: Enter the given data in the table below:

products
Machines X Y Availability in hours.
(Time in hours)
A 5 4 200
B 3 5 150
C 5 4 100
D 8 4 £0)
Profit in Rs. Per unit: 3 4

The inequalities and equations for the above data will be as follows. Let the company manufactures
x units of X andy units ofY. (Refer figure 2.11)
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MaximiseZ 3x + 4y S.T. MaximiseZ = 3x + 4y S.T.
5x+4y 200 5x + 4y = 200
3x+5 150 3x + 5y =150
5x+4y 100 5x + 4y =100
8x+4dy 80 8x+4y= 80

And bothx andy are 0 And bothx andy are 0

In the graph the line representing the equatiot 8y is out side the feasible area and hence it is
a redundant equation. It does not affect the solution. The Isoprofit line passes througf obther
polygon and is the point of maximum profit. Therefdre= Z3, 1) = 3 x 32 + 4 x 10 = Rs. 136/.

Problem 2.12.This problem is of mathematical interest.
MaximiseZ = 3a + 4b S.T. Converting and writing in the form of equations,

la-1b -1. MaximiseZ=3a+ 40 S.T
—-1la+1l O la—-1b=0
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Figure 2.12. Graph for the problem 2.12

Problem 2.13.Solve the I.p.p. by graphical method.
MaximiseZ =3a+ 2b S.T.
la+1l 4
la—1 2 andbotleandbare 0.

Solution: The figure 2.13 shows the graph of the equations.
Equations are: Maximis=3a+ 20 S.T.
la+1b=4
la - 1b = 2 and botla andb are! 0.

In the figure the Isoprofit line passes through the point N (3,1). Hzptoeal Profit Z=3 x 3
+2x1=Rs.11 /-

; N @3, 1

Figure 2.13. Graph for the problem 2.13



40 Operations Research

Problem 2.14:Formulate the |.p.p. and solve the below given problem graphically.

Old hens can be bought for Rs.2.00 each but young ones costs Rs. 5.00 each. The old hens lay 3 eggs
per week and the young ones lay 5 eggs per week. Each egg costs Rs. 0.30. A hen costs Rs.1.00 per
week to feed. If the financial constraint is to spend Rs.80.00 per week for hens and the capacity
constraint is that total number of hens cannot exceed 20 hens and the objective is to earn a profit more
than Rs.6.00 per week, find the optimal combination of hens.

Solution: Letx be the number of old hens aptie the number of young hens to be bought. Now the
old hens lay 3 eggs and the young one lays 5 eggs per week. Hence total number of eggs one get is
3x + 5y.

Total revenues from the sale of eggs per week is Rs. 030 %9 i.e., 0.90x + 1.5y

Now the total expenses per week for feeding hens is Re4 1) i.e., Ix + 1y.

Hence the net income = Revenue — Cost = (80Q.5y) — (1x+1y)= —0.1x+ 0.5y or 0.5
— 0.1x. Hence the desired l.p.p. is

MaximiseZ = 0.5y — 0.1x S.T.
2x+5y 80

Ix+1ly 20 andbotlxandyare 0
The equations are:

MaximiseZ = 0.5y — 0.1x S.T.
2x+5y=80

Ix + 1y = 20 and botlx andy are 0

In the figure 2.13, which shows the graph for the problem, the isoprofit line passes through the
pointC. HenceZc=Z (0,16) = Rs.8.00. Hence, one has to buy 16 young hens and his weekly profit
will be Rs.8.00

Figure 2.14. Graph for the problem 2.14
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(i)

(if)

(iii )

Point to Note In case in a graphical solution, after getting the optimal solution,
one more constraint is added, we may come across following situations.

The feasible area may reduce or increase and the optimal solution point may be
shifted depending the shape of the polygon leading to decrease or increase in
optimal value of the objective function.

Some times the new line for the new constraint may remain as redundant and
imposes no extra restrictions on the feasible area and hence the optimal value
will not change.

Depending on the position of line for the new constraint, there may not be any
point in the feasible area and hence there may not be a solution. OR the isoprofit
line may coincide with a line and the problem may have innumerable number of

solutions.

SUMMARY

The graphical method for solution is used when the problem deals with 2 variables.

The inequalities are assumed to be equations. As the problem deals with 2 variables, it is easy
to write straight lines as the relationship between the variables and constraints are linear. In
case the problem deals with three variables, then instead of lines we have to draw planes and
it will become very difficult to visualize the feasible area.

If at all there is a feasible solution (feasible area of polygon) exists then, the feasible area

region has an important property knowncasivexity Property in geometry. Convexity

means: Convex polygon consists of a set points having the property that the segment joining

any two points in the set entirely in the convex set. There is a mathematical theorem,

which states, “The points which are simulations solutions of a system of inequalities of the
type form a polygonal convex set”.

The regions will not have any holes in thera,, they are solids and the boundary will not
have any breaks. This can be clearly statedjdiing any two points in the region also
lies in the region.

The boundaries of the regions are lines or planes.

There will be corners or extreme points on the boundary and there will be edges joining the
various corners. The closed figure is knowrpak/gon.

The objective function of a maximisation is represented by assuming suitable outcome
(revenue) and is known &soprofit line . In case of minimisation problem, assuming suitable
cost, a line, known asocost ling represents the objective function.

If isoprofit or isocost line coincides with one corner, then the problerartigse solution.
In case it coincides with more than one point, then the probleraltessate solutions. If
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the isoprofit or isocost line coincides with a line, then the problem will ewenerable
number of solutions.

The different situation was found when the objective function could be made arbitrarily
large. Of course, no corner was optimal in that case.

QUESTIONS

An aviation fuel manufacturer sells two types of fuel A and B. Type A fuel is 25 % grade 1
gasoline, 25 % of grade 2 gasoline and 50 % of grade 3 gasoline. Type B fuel is 50 % of
grade 2 gasoline and 50 % of grade 3 gasoline. Available for production are 500 liters per
hour grade 1 and 200 liters per hour of grade 2 and grade 3 each. Costs are 60 paise per liter
for grade 1, 120 paise for grade 2 and100 paise for grade 3. Type A can be sold at Rs. 7.50
per liter and B can be sold at Rs. 9.00 per liter. How much of each fuel should be made and
sold to maximise the profit.

A company manufactures two produxisandX, on three machines, B, andC. X; require

1 hour on machiné and 1 hour on machir® and yields a revenue of Rs.3/-. ProdXgt
requires 2 hours on machiAeand 1 hour on machiri2and 1 hour on machirn@and yields
revenue of Rs. 5/-. In the coming planning period the available time of three makHines
andC are 2000 hours, 1500 hours and 600 hours respectively. Find the optimal product mix.
MaximizeZ=1x+ 1y S.T.

1x+2y 2000

1x+1y 1500

Ox+1y 600 and botlx andy are 0.

MaximiseZ = 800G + 700 S.T.

3a+1lb 66
la+1b 45
la+0b 20

Oa+1b 40 and botla andb are 0.
MinimiseZ = 1.5x + 2.5y S.T.

1x+3y 3

1x+6y 2andbothxandy O
MaximiseZ = 3a+ 2b S.T.

la-1b 1

la+1 3andbotkxandyare 0
MaximiseZ = -3x + 2y S.T.

1x+0y 3

1x—1y 0 andbotxandyare O
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10.

MaximizeZ=—-1a+ 2b S.T.

—la+1lb 1

—la+2b 4 and bothaandbare 0.
MaximiseZ = 3x -2y S.T.

Ix+1ly 1

2x+2y 4andbotxkandyare 0
MaximizeZ = 1x + 1y S.T.

Ix-ly O

-3x+ 1y 3andbothxandy O

43



CHAPTER -3

Linear Programming Models:

(Solution by Simplex Method)
Resource Allocation Model — Maximisation Case

3.1. INTRODUCTION

As discussed earlier, there are many methods to solve the Linear Programming Problem, such as
Graphical Method, Trial and Error method, Vector method and Simplex Method. Though we use
graphical method for solution when we have two problem variables, the other method can be used
when there are more than two decision variables in the problem. Among all the m8iMglsEX
METHOD is most powerful method. It deals with iterative process, which consists of first designing
a Basic Feasible Solutioror aProgramme and proceed towards ti@PTIMAL SOLUTION and
testing each feasible solution fOptimality to know whether the solution on hand is optimal or not.
If not an optimal solution, redesign the programme, and test for optimality until the test confirms
OPTIMALITY. Hence we can say that the Simplex Method depends on two concepts known as
Feasibility andoptimality .

The simplex method is based on the property that the optimal solution to a linear programming
problem, if it exists, can always be found in one of the basic feasible solufibe simplex method
is quite simple and mechanical in nature. The iterative steps of the simplex method are repeated until a
finite optimal solution, if exists, is found. If no optimal solution, the method indicates that no finite
solution exists.

3.2. COMPARISION BETWEEN GRAPHICAL AND SIMPLEX METHODS

1. The graphical method is used when we have two decision variables in the problem. Whereas
in Simplex method, the problem may have any number of decision variables.

2. In graphical method, the inequalities are assumed to be equations, so as to enable to draw
straight lines. But in Simplex method, the inequalities are converted into equations by:
(i) Adding aSLACK VARIABLE in maximisation problem and subtractin§dRPLUS

VARIABLE in case of minimisation problem.

3. In graphical solution thisoprofit line moves away from the origin to towards the far off
point in maximisation problem and in minimisation problem$sloeostline moves from far
off distance towards origin to reach the nearest point to origin.

4. In graphical method, the areas outside the feasible area (area covered by all the lines of
constraints in the problem) indicates idle capacity of resource where as in Simplex method,
the presence of slack variable indicates the idle capacity of the resources.
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5. In graphical solution, if the isoprofit line coincides with more than one point of the feasible
polygon, then the problem has second alternate solution. In case of Simplex method the net-
evaluation row has zero for non-basis variable the problem has alternate solution. (If two
alternative optimum solutions can be obtained, the infinite number of optimum, solutions can
be obtained).

However, as discussed in the forth coming discussion, the beauty of the simplex method lies in
the fact that the relative exchange profitabilities of all the non -basis variables (vectors) can be determined
simultaneously and easily; the replacement process is such that the new basis does not violate the
feasibility of the solution.

3.3. MAXIMISATION CASE

Problem 3.1: A factory manufactures two produdisandB on three machinex, Y, andZ. Product
A requires 10 hours of machiXeand 5 hours of machiréa one our of maching The requirement
of productB is 6 hours, 10 hours and 2 hours of machkinéandZ respectively. The profit contribution
of productsA andB are Rs. 23/ per unit and Rs. 32 /— per unit respectively. In the coming planning
period the available capacity of machinesYXxandZ are 2500 hours, 2000 hours and 500 hours
respectively. Find the optimal product mix for maximizing the profit.
Solution:
The given data is:

Products
Machines A B Capacity in hours
Hrs. Hrs.
X 10 6 2500
Y 5 10 2000
Z 1 2 500
Profit/unit Rs. 23 32 —

Let the company manufacturasunits of A andb units of B. Then the inequalities of the
constraints (machine capacities) are:

MaximiseZ = 23a + 32b S.T—» OBJECTIVE FUNCTION
10a+6b 2500
5a+10b 2000

la+2b 500
And botha andbare 0.—————» NON-NEGATIVITY CONSTRAINT.

—» STRUCTURAL CONSTRAINTS.

Now the above inequalities are to be converted into equations.
Take machiné: One unit of producA requires 10 hours of machixeand one unit of product
B require 6 units. But company is manufacturing a unigsafidb units ofB, hence both put together
must beless than or equal t02,500 hours. Suppose a = 10 dnd 10 then the total consumption is
10 x 10 + 6 x 10 = 160 hours. That is out of 2,500 hours, 160 hours are consumed, and 2,340 hours
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are still remaining idle. So if we want to convert it into an equation then 100 + 60 + 2,340 = 2,500. As
we do not know the exact values of decision variables a and b how much to add to convert the
inequality into an equation. For this we represent the idle capacity by meaBsACK VARIABLE
represented b. Slack variable for first inequality i§, that of second one &, and that of W't
inequality isS,.

Regarding the objective function, if we sell one unifadf will fetch the company Rs. 23/- per
unit and that oB is Rs. 32/- per unit. If company does not manufactuoe B, all resources remain
idle. Hence the profit will be Zero rupees. This clearly shows that the profit contribution of each hour
of idle resource is zero. In Linear Programming language, we can say that the company has capacity of
manufacturing 2,500 units &, i.e., S, is animaginary product, which require one hour of machine
X alone. Similarly,S, is animaginary product requires one hour of machinealone ands; is an
imaginary product, which requires one hour of machine Z alone. In simplex largu&gandsS; are
idle resources. The profit earned by keeping all the machines idle is Rs.0/-. Hence the profit contributions
of S, S, andS; are Rs.0/— per unit. By using this concept, the inequalities are converted into equations
as shown below:

MaximiseZ = 23a+ 32b + 0S; + 0S, + 0S; S.T.

10a+ 6b + 1S, = 2500
5a+ 10b + 1S, = 2000
la+2b+1S;=500 anda, b, S, S, andS;all 0.

In Simplex version, all variables must be available in all equations. Hence the Simplex format of
the model is:

MaximiseZ = 23a+ 32b + 0S; + 0S, + 0S; S.T.

10a+6b+ 1S, + 0S, + 0S; = 2500
5a+6b+ (S + 1S, + 0S; = 2000
la+2b+0S +0S,+1S;=500 andy, b, S, S, andS;all 0.

The above data is entered in a table knowsiamplex table (or tableau) There are many
versions of table but in this book only one type is used.

In Graphical method, while finding the profit by Isoprofit line, we use to draw Isoprofit line at
origin and use to move that line to reach the far off point from the origin. This is because starting from
zero rupees profit; we want to move towards the maximum profit. Here also, first we start with zero
rupees profiti.e., considering the slack variables as the basis variables (problem variables) in the initial
programme and then improve the programme step by step until we get the optimal profit. Let us start
the first programme or initial programme by rewriting the entries as shown in the above simplex table.



Linear Programming Models : Solution by Simplex Method 47

— This column shows Basic or Problem variables.
—This column shows objective co-efficients corresponding to basic variables in the

programme _ This column shows the values of the basic variables, the value of such non
basic variable is =0
This row showst above each variable, the respective
objective coefficient.
r—> Variable row lists all the variable in the problem.
. The numbers under non-basic variables

represent substitution Ratios.
__Every simplex tableau contains an
identity Matrix under the basic variables.
Programme | Profit per Quantity or| | 43 / 32 0 0 0
Variable or unit in Rs. Capacity a b S S S
Basic variable
S 0 2500 10 / 6 1 0 0
S 0 2000 5 [] |10 0 1 1
s, 0 500 WARE 0 0 1
Z; 0 0 0 0 0
Net Evaluation 23 32 0 0 0
G-4 |

The number irg; row under each column variable gives the total gross
amount obutgoing profit when we consider the exchange between one
unit of the column variable and the basic Variable.

The numbers in the net-evaluation row, under each column represeppibréunity cost of not

having one unit of the respective column variables in the solution. In other words, the number
represent the potential improvement in the objective function that will result by introducing into
the programme one unit of the respective column variable.

Table: 1. Initial Programme

Solution: a = 0,b = 0, S;= 2500,S, = 2000 ands; = 500 andZ = Rs. 0.00.

Programme Profit per unit Quantity i€ 23 | 32 0 0 Replacement
(Basic variables In RC, Units. 'a b S| S,| S; | Ratio.
S, 0 2500 10 6 1 0| 0| 2500/6 =416|7
S, 0 2000 5 10| O 1| O | 2000/10 = 200
S; 0 500 1 2 0 0| 1| 500/2 =250
Z 0 0 0 o| O
Cj— Zj = Opportu 23 32 0 0 0

nity cost in Rs.
Net evaluation
row.
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The interpretation of the elements in the first table

1.

In the first column, programme column, are the problem variables or basis variables that are
included in the solution or the company is producing at the initial stage. ThejeSrand

S;, which are known abasic variables.

The second column, labeled as Profit per unit in Rupees shows the profit co-efficient of the
basic variablese., C. In this column we enter the profit co-efficient of the variables in the
program. In table 1, we ha®, S, andS; as the basic variables having Rs.0.00 as the profit
and the same is entered in the programme.

In the quantity column, that i€¥%olumn, the values of the basic variables in the programme
or solutioni.e., quantities of the units currently being produced are entered. In thisSable,

S, andS; are being produced and the units being produced (available idle time) is éetered
2500, 2000 and 500 respectively r S, andS;. The variables that are not present in this
column are known ason-basic variables The values of non-basis variables are zero; this

is shown at the top of the table (solution row).

In any programme, the profit contribution, resulting from manufacturing the quantities of
basic variables in the quantity columrthe sum of product of quantity column element

and the profit column element.

In the present table the total profitdss 2500 x 0 + 2000 x 0 + 500 x 0 = Rs. 0.00.

The elements under column of non-basic varialles.a andb (or the main body of the
matrix) are interpreted to meghysical ratio of distribution if the programme consists of

only slack variables as the basic variables. Physical ratio of distribution means, at this stage,
if company manufactures one unit ef then 10 units ofS;, 5 units ofS, and 1 unit ofS;

will be reduced or will go out or to be scarified By sacrificing the basic variables, the
company will lose the profit to an extent the sum of product of quantity column element and
the profit column element. At the same time it earns a profit to an extertdhfct of profit
co-efficient of incoming variable and the number in the quantity column against the

just entered (in coming) variable.

Coming to the entries in the identity matrix, the elements under the varigbl8sandS;

are unit vectors, hence we apply the principlplofsical ratio of distribution, one unit of

S, replaces one unit &, and so on. Ultimately the profit is zero only. In fact while doing
successive modifications in the programme towards getting optimal; solution, finally the unit
matrix transfers to the main bodyhis method is very much similarwith G.J. method
(Gauss Jordan) method in matrices, where we solve simultaneous equations by writing

in the form of matrix. The only difference is that in G.J method, the values of variables

may be negative, positive or zero. But in Simplex method as there is non-negativity
constraint, the negative values for variables are not accepted.

C; at the top of the columns of all the variables represent the coefficients of the respective
variablesl the objective function.

The number in thg; row under each variable gives the total gross amount of outgoing profit
when we consider the exchange between one unit of column, variable and the basic variables.
The number in theet evaluation row, C; — Z; row gives thenet effect of exchange
betweerpne unit of each variable andasic variables This they are zeros under columns

of S}, S, andS;. A point of interest to note here is the net evaluation element of any
basis variable (or problem variable) is ZERO only. Suppose variablea’ becomes basis
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Step 1:

Step 2:
Step 3:

Step 4:

variable, the entry in net evaluation row under &' is zero and so on. Generally the
entry in net evaluation row is known as OPPORTUNITY COST. Opportunity cost
means for not including a particular profitable variable in the programme, the
manufacturer has to lose the amount equivalent to the profit contribution of the
variable. In the present problem the net evaluation under the varahteRs. 23 per unit
and that of b’ is Rs, 32 per unit. Hence the if the company does not manufaatwatthis
stage it has to face a penalty of Rs. 23/— for every uré dbr not manufacturing and the
same of product variablé™is Rs. 32/—. Hence the opportunity cost of prodiicis' higher
than that of a’, hence b’ will be the incoming variabldn general, select the variable,
which is having higher opportunity cost as the incoming variable (or select the variable,
which is having highest positive number in the net evaluation row

In this problem, variableb® is having higher opportunity cost; hence it is the incoming
variable. This should be marked by an arréWat the bottom of the column and enclose the
elements of the column in a rectangle this column is knowE¥SCOLUMN . The elements

of the key column show theubstitution ratios, i.e., how many units of slack variable goes
out when the variable enters the programme.

Divide the capacity column elements by key column numbers to get REPLACEMENT
RATIO COLUMN ELEMENTS, which show that how much of variable ‘b’ can be
manufactured in each department, without violating the given constraintsSelect the
lowest replacement ratio and mark a tig &t the end of the row, which indicat@®T
GOING VARIABLE . Enclose the elements of this column in a rectangle, which indicates
KEY ROW, indicating out going variable. We have to select the lowest element because this
is thelimiting ratio , so that, that much of quantity of product can be manufactured on all
machines or in all departments as the case may be. In the problem 200 units is the limiting
ratio, which falls againsk,, i.e., S, is the outgoing variable. This means that the entire
capacity of machin¥ is utilized. By manufacturing 200 units d&f,'6 x 200 = 1200 hours

of machineX is consumed and 2 x 200 = 400 hours of macBirseconsumed. Still 2500 —
1200 = 1300 hours of machixeand 500 — 400 = 100 units of machifieemains idle. This

is what exactly we see in graphical solution when two lines of the machines are superimposed.
The element at the intersection of key column and key row is knowWiEd#SNUMBER .

This is known as key number because with this number we have to get the next table.
For getting theevised programme we have to transfer the rows of table 1 to table 2. To
do this the following procedure is used.

To Write the incoming variablé® in place of out going variab®,. Enter the profit ofly’

in profit column. Do not alteB, andS;. While doing so DO NOT ALTER THE POSITION
OF THE ROWS.

DIVIDING THE ELEMENTS OF OLD COLUMN BY KEY COLUMN ELEMENTS obtains
capacity column elements.

Transfer of key row: DIVIDE ALL ELEMENTS OF KEY ROW BY RESPECTIVE KEY
COLUMN NUMBER.

Transfer of Non-Key rows: NEW ROW NUMBER = (old row number — corresponding key
row number) x fixed ratio.

Fixed ratio = Key column number of the row/key number.
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Step 5: Elements of Net evaluation row are obtained by:
Objective row element at the top of the row —



Linear Programming Models : Solution by Simplex Method 51

Net evaluation row elements =
Columnunderd =23 - (7 x0+05%x32+0x0)=23-16=7
b=32-(0x0+1%x32+0x0)= 32-32=0
S5=0-(1x0+0%x32+0x%x0)=0
SS=0-(-06x0+01%x32+-0.2x0)=-3.2
$=0-(0x0+0%x32+1x%x0)=0
In the above table, the net evaluation urfieis —3.2. This resource is completely utilized to
manufacture product B. The profit earned by manufacturing B is Rs. 6400/-. As per the law of
economics, thevorth of resourcesused must be equal to the profit earned. Hence the eléent
(ignore negative sign) is known asonomic worth or artificial accounting price (technically it can
be taken as MACHINE HOUR RATE) of the resources or shadow price of the resource. (In fact
all the elements of reevaluation row under slack variables are shadow prices of respective
resources). This concept is used to check whether the problem is done correctly or not. To do
this MULTIPLY THE ELEMENTS IN NET EVALUATION ROW UNDER SLACK VARIABLES
WITH THE ORIGINAL CAPACITY CONSTRAINTS GIVEN IN THE PROBLEM AND FIND
THE SUM OF THE SAME. THIS SUM MUST BE EQUAL TO THE PROFIT EARNED BY
MANUFACTRUING THE PRODUCT.
Shadow prices of resources used must be equal to the profit earned.

Table: 3.
Problem Profit in Capacity| G 23 32 0 0 0| Replacement
variable Rs. a b S S, S, ratio
a 23 185.7 1 0 0.143 6.086( O
b 32 107.14 0 1 .07 0.143
S; 0 100 0 0 0 -0.02 1
Z; 23 32 1 26 0
G —Z | Net evaluation, 0 0 -1.0 -2.6 0

Transfer of key row: 1300/7 = 185.7, 7/7 =1, 0/7 =0, 1/7 = 0.143,-3/5=-0.086 0/7 = 0

Row No. 2 Row No.3

200 — 1300 x 1/14 = 107.14 As the fixed ratio will be zero for this row
05-7x1/14=0 the row elements will not change.
1-0x1/14=1

0-1x1/14 =-0.07

0.1 - (—0.6) x 1/14 = 0.143

0-0x1/14=0

Net evaluation row elements:

For'a =23-1x23+0x32+0x0=0
For'b=32-0x23+1x32+0x0=0
ForS,=0-0.143x23+(-0.07x32)+0x0=-1

ForS, =0 —(-0.086 x 23) + 0.143 x 32 + (- 0.02 x 0) = - 2.6
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ForS;=0-0x23+0x32+1x0=0

Profit Z = 185.7 x 23 + 107.14 x 32 = Rs. 7,700

Shadow price = 1 x 2500 + 2.6 x 2000 = Rs. 2500 + 5200 = Rs. 7700/-

As all the elements of net evaluation row are either negative elements or zeros, the solution is
optimal.

Also the profit earned is equal to the shadow price.

The answer is the company has to manufacture:

185.7 units ofA and 107.14 units oB and the optimal return is Z = Rs. 7,700/-

3.4. MINIMISATION CASE

Above we have discussed how to solve maximisation problem and the mechanism or simplex method
and interpretation of various elements of rows and columns. Now let us see how to solve a minimization
problem and see the mechanism of the simplex method in solving and then let us deal with some typical
examples so as to make the reader confident to be confident enough to solve problem individually.

Comparison between maximisaton case and minimisation case

S.Na. Maximisation case Minimisation case
Similarities:

1. | It has an objective function. This too has an objective function.
It has structural constraints. This too has structural constraints.

3. | The relationship between variables gridere too the relationship between and variables
constraintsis linear. constraints is linear.
It has non-negativity constraint. This too has non-negativity constraints.

5. | The coefficients of variables may be positjvehe coefficient of variables may be positive,
or negative or zero. Negative or zero.

6. | For selecting out going variable (key rowjor selecting out going variable (key row) lowegst
lowest replacement ratio is selected. replacement ratio is selected.

Differences:
1. | The objective function is of maximisatigirhe objective function is of minimisation type.

type.

2. | The inequalities are & type. The inequalities are oftype.

3. | To convert inequalities into equatiorstéack | To convert inequalities into equationsurplus
variables are added. Variables are subtracted and artificial surplus

variables are added.
4. | while selecting incoming variable, highgs&/hile slecting, incoming variable, lowest elemgnt

positive Opportunity cost is selected frgrin the net evaluation row is selected (highest nunber
net evaluation Row. with negative sign).
5. | When the elements of net evaluation row [aféhen the element of net evaluation row are either
either Negative or zeros, the solution|igositive or zeros the solution is optimal.
optimal
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It is most advantageous to introduce minimisation problem by dealing with a well-known problem,
known asdiet problem.

Problem 3.2:In this problem, a patient visits the doctor to get treatment for ill health. The doctor
examines the patient and advises him to consatrieag 40 units of vitamimA and 50 units of vitamin
B daily for a specified time period. He also advises the patient that to get vitamivitamirB he has
to drink tonicX and tonicY that have both vitamiA and vitaminB in a proportion. One unit of tonic
X consists 2 units of vitamiA and 3 units of vitamif and one unit of toni¥ consists of 4 units of
vitamin A and 2 units of vitamiB. These tonics are available in medical shops at a cost of Rs.3.00 and
Rs.2.50 per unit oK andY respectively. Now the problem of patient is how mucK ahd how much
of Y is to be purchased from the shopniinimise the total cost and at the same time he can get
required amounts of vitaminsA andB.

First we shall enter all the data in the form of a table.

Vitamin Tonic Requirement
X Y
A 2 4 i)
B 3 D
Cost in Rs. 3 2,50

Let the patient purchase’‘units of X and Yy’ units of Y then the inequalities arf@ote: the
condition given in the problem is AT LEAST hence the inequalities are d¥type)

Inequalities:

For vitamin A: MinimizeZ = 3x + 2.5y S.T

2x+4y 40

3x+2y 50

And bothx andy are 0.

In the above inequalities, sayx2- 4y % 40, if we give values toandy such that the sum is
greater than or equal to 40, for example, 10 andy = 10 then X + 4y = 60 which is > 40. To make
it equal to 40 we have to subtract 20, so that 20 + 40 — 20 = 40. When we know the values, we can do
this. But as we do not know the valuesxoindy we have to subtract BURPLUS VARIABLE,
generally represented by'; ‘q’, ‘r'....... etc. If we do this then the inequalitk2 4y %40 will be
2Xx+4y—1p=40.

Now if we allocate valueeroto x andy then 0 + 0 —fi = 40 orp = — 40. Which is against to the
rules of l.p.p. as every l.p.problem the values of variables mdsbbEence in minimization problem,
we introduce one mor8urplus variable, known asARTIFICIAL SURPLUS VARIABLE generally
represented by, A,, A; ... etc. Now by introducing artificial surplus variable, we can write 2y
=40as2x +4y-Ip+ 1A, = 40

If values ofx, y, andp are equal to zero, thdi, = 40.The artificial surplus variable has the value
40, a positive integer. Hence we start our initial programme with the artificial variafles,, A; etc.
and go on replacing them kyy, z etc. that is decision variables.

Coming to the cost coefficients of surplus and artificial surplus variables, for exgmiphery
similar to vitamin A and one unit ofp consists of only one unit of vitamirA. It will come asgive
away product when we purchase vitanfin That is the cost coefficient gb'is zero (it is very much



54 Operations Research

similar to slack variable in maximization problem). But the artificial surplus variable has to be purchased
by paying a very high price for it. In character it is very much similar to surplus vannillecause

one unit ofA; consists of one unit of vitamin A. The cost coefficienApis represented by a very high
value represented by M (which means one uni,afost Millions or Rupees). As we are introducing
CAPITAL ‘M’, THIS METHOD IS KNOWN AS BIG ‘M’ METHOD.

By using the above concept, let us write the equations of the inequalities of the problem.
MinimiseZ =3x+ 2.5y + 0p + 0g + M A; + M A, S.T.— Objective Function.
2x+4y—-1p+ 1A, =40 H

3x+2y —1q+1A,=50
Andx y, p, g, A, A all% 0 Non negativity Constraint.

Structural Constraints—

Simplex format of the above is:

MinimiseZ = 3x + 2.5/ + Op + Og + MA; + MA, S.T.
2x+4y—1p+0g+ 1A, + 0A, =40
3X+2y+0p—1g+ 0A; + 1A, =50

Andx,y, p, g, A, Ay all = 0.

Let us enter the data in the Initial table of Simplex method.

Table: 1.
x=0,y=0,p=0,g=0A; =40,Z=Rs. 40M + 50M = 90M

Programmg Cost per| Cost> ¢ 3 2.5 0 0 M M | Replacemen
variable |unit in Rs requi;emen X y p q A A, ratio

A M 40 2 4 -1 0 1 0 40/4=10
A, M 50 3 2 0 -1 0 1 50/2 =25
Z; 5M 6M -M | -M M M

Net C-4 3-5M | 25- 6M| M M 0 0

evaluation

Note: As the variablesA, and A, are basis variables, their Net evaluation is zero.

Now take 6M and 5M, 6 M is greater and if we subtract 2.5 from that it is negligible. Hence —6m
will be the lowest element. The physical interpretation is if patient purciYasew, his cost will be
reduced by an amount 6M. In other words, if the patient does not purchaseatlhhbis point, his
penalty is 6Mj.e., the opportunity cost is 6M. As thenon-basis variableY has highest opportunity
cost (highest element with negative sigi)is theincoming variable. Hence, the column und#ris
key column. To find the out going variable, divide requirement column element by key column
element and find the replacement ratio. Select the lowestiratidiere it isLO, falls in first row, hence
A, is the out going variable.

To transfer key row, divide all the elements of key row by key number (= 4).

40/4 = 10, 2/4 = 0.5, -1/4 = - 0.25, 0/25 = 0, 1/25 = 0.25, 0/4 = 0.
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To transfer non-key row elements:

New row element = old row element — corresponding Key row elemert(Key column
number/key number).

50 — 40 x 2/4 = 30

3-2x05=2

2-4x05=0

0-(-1)x05=05

-1-0x05=-1

0-1x05=-05

1-0x05=1

Note:

(i) The elements underA; and A, i.e., artificial variable column are negative versions of
elements under artificial variable column.

(i) The net evaluation row elements of basis variables are always zero. While writing
the second table do not change the positions of the rows).

Let us now enter the new elements of changed rows in the second simplex table.

Table: 2.

x=0,y=10,p=0,9=0,A; =0,A, =30 andZ = Rs. 10 x 2.5 = Rs. 25.00

Programmg Cost per| Cost—> ¢ 3 2.5 0 0 M M| Replacemen
variable [unit in Rg. requirement X y p q A A, ratio
y 2.5 10 0.5 1 -0.2 0 025 0| 10/0.5=20
A, M 30 2 0 05 [ -1 -05 1 30/2=15
Z 125+ 25| 05M—-[-M| 0.6254 O

2M 0.625 0.5M
C-Z 1.75— 0 0.625( M | 1.5M—-| O

2M -.5M 0.625

Changing the key row: 30/2 = 15, 2/2 = 1, 0/2 = 0, 0.5/2 = 0.25, -1/2 = -0.5, -0.5/2 = -0.25,
1/2 = 0.5.

Changing the non key row:

10-30x0.5/2=25

05-2x025=0

1-0x025=1

-0.25-0.5 x 0.25 =-0.375

0-(-1)x0.25=0.25

0.25 — (-0.5) x 0.25 = 0.375

0-1x025=-0.25

Entering the above in the simplex table 3.
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Table: 3.

x=15y=25p=0,q=0,A;=0,A,=0andZ=Rs. 15 x 3+ Rs. 25 x 25 =45 + 6.25 =
Rs. 51.25

Programmg Cost per| Cost—- ¢ 3 2.5 0 0 M M | Replacemert
Variable [unit in RY.Requiremen X y p q Al A ratio
y 2.5 25 0 1 - 0.25| 0.373 .25 —
0.375
A, 3 15 1 0 0.25] -0.5 -02b 05 —
Z 3 25 — |0.875] 0.188] 0.87p
0.188
C-2 0 0 0.188 0.87§ M- | M-

0.188] 0.875

Optimal Cost =Zz* =3 x 15+ 25 x 25 =45 + 6.25 = Rs. 51.25

Imputed value = 0.1875 x 40 + 0.875 x 50 = 7.5 + 43.75 = Rs. 51.25.

As all the elements of net evaluation row are either zeros or positive elements the solution
is optimal.

The patient has to purchase 15 units ok and 2.5 units ofY to meet the requirement and
the cost is Rs. 51.25/-

While solving maximisation problem, we have seen that the elements in net evaluatioa row,
(G — Z) row associated with slack variables represent the marginal worth or shadow price of the
resources. In minimisation problem, the elements associated with surplus variables in the optimal table,
represent the marginal worth or imputed value of one unit of the requiredIitemnimisation
problem, the imputed value of surplus variables in optimal solution must be equal to the optimal
cost.

Point to Note
1. In the mechanics of simplex method of minimization problem, once an artificial
surplus variable leaves the basis, its exit is final because of its high cost coefficignt
(M), which will never permit the variable to reenter the basis. In order to save
time or to reduce calculations, we can cross out the column containing the artificial
surplus variable, which reduces the number of columns.
2. A better and easier method is to allocate a value for M in big M method; this value
must be higher than the cost coefficients of the decision variables. Say for example
the cost coefficients of the decision variable in the above problem are for X it i§
Rs.3/- and for Y it is Rs. 2.5. We can allocate a cost coefficient to M as Rs.10,
which is greater than Rs.3/— and Rs. 2.5. Depending the value of decision variablgs,
this value may be fixed at a higher level (Preferably the value must be multiple$
of 10 so that the calculation part will be easier.

By applying the above note, let us see how easy to work the same problem:
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Table: 1.
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x=0,y=0,p=0,9=0=A, =40,A,=50 andZ = 10 x 40 + 10 x 50 = Rs.900/-

Problem Cost G—— 3 2.5 0 0 10 10 Replaceme]n
variable requirement X y p q A A, ratio

Ay 10 40 2 4 -1 0 1 0 10

A, 10 50 3 2 0 -1 0 1 25

NER —-47 -575 10 10 0 0

I

Table: 2.

x=0,y=25p=0,q=0A =0,A, =30 andZ =25 x 10 + 30 x 10 = 250 + 300 = Rs. 550/

Problem Costper| G——> 3 2.5 0 0 10 | Replacemen
variable requiremen X y p q A, ratio
y 25 10 0.5 1 -0.5 0 0 20
A, 10 30 2 0 05 | -1 1 15
—18.75 0 125( 10 0
Table: 3.
x=15y=25p=0,g=0,A;=0,A,=0andZ=15x 3 + 25 x 25 =Rs. 51.75
Problem | Costper| G —— 3 2.5 0 0 Replacement
variable requirement X y p q ratio
y 25 25 0 1 -0.37% 0.25 —
X 3 15 1 0 -0.25|] -0.15 —
NER 0 0 0.1875| 0.875

Optimal Cost =15 x 3+ 2.5 x 2.5 =Rs. 51.25 /-
Imputed value = 0.1875 x 40 + 0.875 x 50 = Rs. 51.25/-
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CERTAIN IMPORTANT POINTS TO BE REMEMBERED WHILE SOLVING LINEAR
PROGRAMMING PROBLEMS BY SIMPLEX METHOD:

1.

In the given inequalities, there should not be any negative element on right hand
side o  0). If any b, is negative, multiply the inequality by —1 and change the
inequality sign.

Sometimes, the objective function may be maximisation type and the inequalities
may be type. In such cases, multiply the objective function by —1 and convert
it into minimisation type and vice versa.

While selecting, the incoming variablej.e., key column, in maximisation case,
we have to select the highest positive opportunities cost and in minimisation
case, select the highest element with negative sign (smallest element). Whil
doing so, sometimes you may find the highest positive element in maximisation
case or lowest element in minimisation case falls under the slack variable in
maximisation case or under surplus variable in minimisation case. Do not worry.
As per rule, select that element and take the column containing that element as
key column.

Some times the columns of non-basis variables (decision variables) may hav¢

their net evaluation elements same. That is the net evaluation elements are

equal. This is known as a TIE in Linear Programming Problem. To break the

time, first select any one column of your choice as the key column. In the next
table, everything will go right.

While selecting the out going variabld.e., key row, we have to select limiting

ratio (lowest ratio) in net evaluation row. In case any element of key column is

negative, the replacement ratio will be negative. In case it is negative, do not
consider it for operation. Neglect that and consider other rows to select out going
variable.

Sometimes all the replacement ratios for all the rows or some of the rows may be

equal and that element may be limiting ratio. This situation in Linear Programming

Problem is known as DEGENERACY. We say that the problem is degenerating.

When the problem degenerate, the following precautions are taken to get rid of

degeneracy.

(a) Take any one ratio of your choice to select key row or out going variable. If
you do this, there is a possibility that the problem may cycle. Cycling means,
after doing many iterations, you will get the first table once again. But it
may not be the case all times.

(b) Select the variable, whose subscript is small. S& is smaller thanS, and S,
is smaller than S; or X, is smaller than X, an so on orx is smaller than y or
‘a’ is smaller than ‘b’ and so on.

(c) If we do above two courses of action, we may encounter with one problem.
That one of the remaining variable in the next table (the one corresponding
to the tied variable that was not considered) will be reduced to a magnitude
of zero. This causes trouble in selecting key column in the next table.

117
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(d) Identify the tied variable or rows. For each of the columns in the identity
(starting with the extreme left hand column of the identity and proceeding
one at a time to the right), compute a ratio by dividing the entry in each tied
row by the key column number in that row.

Compare these ratios, column by column, proceeding to the right. The first
time the ratios are unequal, the tie is broken. Of the tied rows, the one in
which the smaller algebraic ratio falls is the key row.

(e) If the ratios in the identity do not break the tie, form similar ratios in the
columns of the main body and select the key row as described i) @bove.
The application of the above we shall see when we deal with degeneracy
problems.

7. While solving the linear programming problems, we may come across a situation
that the opportunity cost of more than one non- basic variables are zero, then we
can say that the problem has got ALTERNATE SOLUTIONS.

8. If in a simplex table only one unfavourableC; —Z; identifying the only incoming
variable and if all the elements of that column are either negative elements or
zeros, showing that no change in the basis can be made and no current basiq
variable can be reduced to zero. Actually, as the incoming arable is introduced,
we continue to increase, without bounds, those basic variables whose ratios of
substitutions are negative. This is the indication of UNBOUND SOLUTION.

9. In a problem where, the set of constraints is inconsistemne., mutually exclusive,
is the case of NO FEASIBLE SOLUTION. In simplex algorithm, this case will
occur if the solution is optimal {.e., the test of optimality is satisfied) but some
artificial variable remains in the optimal solution with a non zero value.

3.5. WORKED OUT PROBLEMS

Example 3.3. A company manufactures two productX and Y whose profit contributions are Rs.

10 and Rs. 20 respectively. Produck requires 5 hours on machine I, 3 hours on machine Il and
2 hours on machine 1ll. The requirement of productY is 3 hours on machine I, 6 hours on
machine Il and 5 hours on machine Ill. The available capacities for the planning period for
machine I, Il and Il are 30, 36 and 20 hours respectively. Find the optimal product mix.

Solution: The given data:

Products
Machine (ime required inhours) Availability in hours
X Y
I 5 3 D
I 3 6 36
1] 2 5 20
Profit per unit in Rs. 10 20
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Inequalities: Simplex format:

MaximizeZ = 1x + 20y s.t. MaximizeZ = 1x + 20y + 0S; + 0S, + 0S; s.t.
5+ 3y $ 30 5x + 3y + 1S, + 0S, + 0S; = 30

3x+6y$ 36 3x+6y+0S +1S,+ 0S;= 36

2x + 5y $ 20 and 2x+ 5 +0S; +0S,+1S;=20 and

Both xandy are% O. XY S, S andS;all % 0.

Table: 1. x=0,y=05,=30,S,=36and S; =20, Z=Rs.0

Problem Profit | Capacity| G=10 20 0 0 0 Replacement
variable in Rs. X y S S, S, ratio

S 0 30 5 3 1 0 0 30/3=10

S, 0 36 3 6 0 1 0 36/6 =6

S; 0 20 2 5 0 0 1 20/5=4
Opportunity 10 20 0 0 0

cost.

f

Step 1. For the first table the net evaluation row elements are same as profit row element. For
successive rows, the key column element is given by Profit — (Sum of key column element
X respective object row element). For maximization problem, select the highest element
among the key column element and mark an arrow as shown to indicate incoming variable.
For minimization problems select the lowest element or highest element with negative sign
and write an arrow to indicate the incoming variable. Enclose key column elements in a
rectangle. Here they are shown in red colour. It is known as key row because it gives the
clue about incoming variable.

Step 2: Divide the capacity column numbers with respective key column number to get the replacement
ratio. Select the lowest ratio as the indicator of out going variable. The lowest ratio is also
known as limiting ratio. In the above table the limiting ratio elements are 10, 6, 4. We select
4 as the indicator of outgoing variable. It is because, if we select any other number the third
machine cannot compete more than 4 units of product. Though the machine has got capacity
to manufacture 10 units and second machine has got capacity of 6 units, only 4 units can be
manufactured completely. Rest of the capacity of machine 1 and 2 will become idle resource.
Enclose the elements of key row in a rectangle. It is known as key row because it gives the
clue about out going variable. Mark this row with a tick mark. (Here the elements are
marked in thick.

Step 3: The element at the intersection of key row and key column is known as Key number, in the
table it is marked in bold thick number. It is known as the key number, because, the next
table is written with the help of this key element.
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Table: 1. x=0,y=4,5,=18,5,=12, 53=0. Z=Rs. 4 x 20 = Rs. 80.

Problem Profit [ Capacity| G= 10| 20 0 0 0 Replacement
variable in Rs. X y bS] S, S; ratio

S, 0 18 3.8 0 1 0 -0.6 18/3.8=4.8
S, 0 12 0.6 0 0 1 -1.2 12/0.6=2.0
y 20 4 0.4 1 0 0 0.2 4/0.4= 10
Opportunity 2 0 0 0 -4

cost.

}

Step 4: To improve the progeramme or to get the new table the following procedure is adopted:
(i) Transfer of key row of old tableau: Divide all the elements of key row of old tableau by
key number, which gives the key row elements of the new tableau.
(if) To transfer non key rows: New row number = old row number — (corresponding key
row numberx fixed ratio.)

Here, fixed ratio = (key column number of the row/key number).

While transferring remembers you should not alter the positions of the rows. Only incoming
variable replaces the outgoing slack variable or any other outgoing basis variable as the case may be.

The net evaluation row element of the variable entered into the programme will be zero. When all
the variables are transferred, the identity matrix will come in the position of main matrix.

To check whether, the problem is done in a correct manner, check that whether profit earned at
present stage is equal to shadow price at that stage. Multiplying the net evaluation row element under
non-basis can get shadow price variable (identity matrix) by original capacities of resources given in
the problem.

Above explained procedure of transferring key row and non-key rows is worked out below:
Transfer of Key row: 20/5=4,2/5=04,5/5=1,0/5=0,0/5=0,and 1/5=0.2.

Transfer of non-key rows:

30 - 20 x 3/5 =18 36-20x6/5=12
5-2x3/5=3.8 3-2x12=0.6
3-5=3/5=0 6-5%x12=0
1-0x3/5=1 0-0x12=0
0-0x35=0 1-0x12=1
0-1x3/5=-0.6 0-1x12=-1.2

Step 5: Once the elements of net evaluation row are either negatives or zeros (for maximization
problem), the solution is said to be optimal. For minimization problem, the net evaluation
row elements are either positive elements or zeros.

As all the elements of net evaluation row are either zeros or negative elements, the solution is
optimal. The company will produce 4.8 unitsXfind 3.6 units o¥ and earn a profit of Rs. 120/-.

Shadow price is 2.6 x 30 + 2 x 20 = Rs. 128/-. The difference of Rs. 8/-is due to decimal values,
which are rounded off to nearest whole number.
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Table: lll. x=4.8,y=36,5,=9,5,=0,S;=0and Z=4.8 x 10 + 3.6 x 20 = Rs. 120/-

Problem Profit | Capacity| G= 10| 20 0 0 0 Replacement
variable in Rs. X y S S, S; ratio

X 10 4.8 1 0 0.26 0 -0.16

S, 0 9 0 0 —-0.16 1 -11

y 20 3.6 0 1 0 0 0.18

Opportunity 0 0 -2.6 0 -2.0

cost.

}

Problem. 3.4: A company manufactures three products nafielyandZ. Each of the product
require processing on three machines, Turning, Milling and Grinding. PrEdequires 10 hours of
turning, 5 hours of milling and 1 hour of grinding. Prod¥ieequires 5 hours of turning, 10 hours of
milling and 1 hour of grinding, and Product Z requires 2 hours of turning, 4 hours of milling and 2
hours of grinding. In the coming planning period, 2700 hours of turning, 2200 hours of milling and 500
hours of grinding are available. The profit contributiorKp¥ and Z are Rs. 10, Rs.15 and Rs. 20 per
unit respectively. Find the optimal product mix to maximize the profit.

Solution: The given data can be written in a table.

Product

Machine Time required in hours per unit VAilable hours

X Y X
Turning. 10 5 2 2,700
Milling 5 10 4 2,200
Grinding. 1 1 2 500
Profit contribution in 10 15 20
Rs. per unit.

Let the company manufactukeunits of X, y units of Y andz units ofZ

Inequalities:

MaximiseZ = 1x + 15y + 20z S.T.

10x+ 5y + 22$ 2,700
5+ 10y + 4z $ 2,200
Ix+ 1y + 22$ 500 and
All x,yandzare% 0
Simplex format:

Equations:

MaximiseZ = 1k +15y +20x S.T
10x + 5y + 2z +1S; = 2700

5x + 10y + 4z + 1S, = 2200

Ix + 1ly + 2z + 1S; = 500 and

X,y andzall % 0

MaximiseZ = 10x + 15y + 2z + (5, + 0S, + 0S; S.t.
10x +5y + 2z + 1S, + 0S, + 0S; = 2700
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Bx + 10, + 4z + 08, + 1S, + 0S; = 2200

Ix+ly+ 22+ 0S; + 0S, + 1S; = 500

And allx, y, z S, S, S;are% 0
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Tablel. x=0,y=0,z=0, §; = 2700, S, = 2200, S; = 500. Profit Z= Rs. 0

Programme Profit| Capacity| G=10 15 201 O 0 0 | Replacement Check
X y z S S, | S; ratio column.

S, 0 2700 10 5 2 1 0 0| 2700/2=13500 2718

S, 0 2200 5 10 4 0 1 0| 2200/4=550 | 2220

S; 0 500 1 1 2 0 0 1 500/2 = 250 505

Net 10 15 20 0 0 0

evaluation

!

{Note: The check column is used to check the correctness of arithmetic calculations. The check
column elements are obtained by adding the elements of the corresponding row starting from capacity
column to the last column (avoid the elements of replacement ration column). As far as treatment of
check column is concerned it is treated on par with elements in other columns. In the first table add the
elements of the row as said above and write the elements of check column. In the second table
onwards, the elements are got by usual calculations. Once you get elements, add the elements of

respective row starting from capacity column to the last column of identity, then that sum must be
equal to the check column element.}

Table: Il. x=0, y =0, z= 250 units, S; = 2200, S, = 1200, S; = 0 and Z = Rs. 20 x 250

= Rs. 5,000.

Programme Profit| Capacity| C=10 15 20 0 0 0 CheckReplacemer

X y z S| S S; | column. ratio
S, 0 2210 9 4 0 1 0 -1 2213 552.5
S, 0 1200 3 8 0 0 1 -2 1210 150
z 20 250 05 0.5 1 0 0 0.5 500 500
Net 0 5 0 0 0 -10
Evaluation.

!

!

—

Profit at this stage = Rs. 20 x 250 = Rs. 5,000 and Shadow price = 10 x 500 = Rs. 5000.
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Table: lll. x=0, y=150, z=174.4, S, = 1600, S, =0, S; =0 and Z = Rs. 5738/-

—

Programmg Profit| Capacity G=10 15 20 0 0 0 CheckReplaceme
X y z S S, S; | columr.  Ratio

S, 0 1600 75 0 0 1| -05 0 1608

Y 15 150 0.375 1 0 0 0.12% -0.25| 151.25

z 20 174.4 0.311 0 1 0| —0.063| 0.626 423.7

Net Evn. -1.85 0 0 0| -0.61% 8.77

As all the elements of Net evaluation row are either zeros or negative elements, the solution is
optimal. The firm has to produce 150 units of Y and 174.4 unifs ©he optimal profit = 15 x 150 +
20 x 174.4 = Rs.5738 /-

To check the shadow price = 0.615 x 2200 + — 8.77 x 500 = 1353 + 4385 = Rs. 5738 /-.

Problem 3.5: A company deals with three produc&sB andC. They are to be processed in
three department¥, Y andZ. ProductsA require 2 hours of departmext 3 hours of department

and producB requires 3 hours,2 hours and 4 hours of departiXentandZ respectively. Produdt
requires 2 hours in departmeriand 5 hours in departmezftrespectively. The profit contribution of

A, B andC are Rs. 3/-, Rs.5/— and Rs. 4/- respectively. Find the optimal product mix for maximising
the profit. In the coming planning period, 8 hours of departXed6 hours of departmeivtand 10

hours of departmer#t are available for production.

The Data Product
Departments Hours required per unit Available capacity in hours
A B C
X 2 3 0 8
Y 3 2 4 15
z 0 2 5 10
Profit per unit in Rs.. 3 5 4
Inequalities: Equations.

MaximiseZ = 3a +bb + 4c s.t.
2a+3+0c$8
3a+2b+4c$15
Oa+2b+ 5% 10 and
a, b, andc all %0

MaximiseZ = 3a+ S+ 4c+ 0S, + 0S, + 0S;  s.t.
22+3+0c+ 1S +0S,+05;=8
3a+20+4c+0S +1S,+0S; =15
@a+2+5+0S +0S,+1S5;=10 and
abrc S, S, S; all %0.
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Table:1. a=0,b=0,¢=0,5,=8,S5,=15and S; =10 and Z=Rs.0

Programmeg Profit(Capacity G= 3 5 4 0 0 0 ChecHReplacement
a b c S S, S; | column Ratio

S, 0 8 2 3 0 1 0 0 14 2.6

S, 0 15 3 2 4 0 1 0 25 75

S; 0 10 0 2 5 0 0 1 18 5

Net.Ev. 3 5 4 0 0 0

Table:ll. a=0,b=26,¢c=0,5,=0,5,=9.72, S3=4.72 and Z=Rs.5 x 2.6 = Rs. 13/-

Programme Profit| Capacity G= 3 5 4 0 0 0 ChecHReplacement
a b c S S, S; | column Ratio

B 5 2.6 0.66 1 0 0.33 0 0 4.6 —

S, 0 9.72 1.68 0 4 0.6¢ 1 0 15.7¢ 243

S; 0 4.72 -1.32 0 5 |-0.66 0 1 8.76 0.944

Net.Evn 3 0 4 | 4.65 0 0

{ !

Note: as the key column element is equal to O for column urgleeplacement ratio is not
calculated, as it is equals to zero.

Profit at this stage is Rs. 2 x 2.6 = Rs. 13/ —. Shadow price = 1.65 x 8 = Rs. 13/ —.
Table: lll. a=0,b=26,c=0944,5,=594,S5, =0, S;=0, Profit Z=Rs. 5 x 2.6 + 4 x 0.944

= Rs. 16.776 /-
Programme Profit| Capacity G= 3 5 4 0 0 0 ChecHReplacement
a b c S S, S; | column ratio
B 5 2.6 0.66 1 0 0.33 0 0 4.6
S, 0 5.94 274 0 0 1.19 1 -0.8 8.73
C 4 0.944 | -0.264 0 1] -0.13p O 0.2 1.792
Net Evn. -8.64 0 0] 4.122( 0 -0.8 —

As the elements of net evaluation row are either zeros or negative elements, the solution is optimal.
Now the optimal profit Z = Rs. 5 x 2.6 + Rs. 4 x 0.944 = Rs. 16.776. The company manufactures
2.6 units ofB and one unit o€.

The shadow price = 1.122 x 8 + 0.8 x 10 = Rs. 17.976. The small difference is due to decimal
calculations. Both of them are approximately equal hence the solution is correct.
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Problem 3.6: A company manufactures two types of producendY on facilities,A, B, C, D,
E, andF having production capacities as under.

Facilities.

A

moOw

F

Production capacity to produce

100 of X OR 150 ofY

80 of XOR 80 ofY

100 of X OR 200 ofY

120 of X OR 90 ofY

60 of X only (Testing facility for producX)
60 of Y only.(Testing facility for producy)

If the profit contribution of producX is Rs.40/— per unit and that ¥fis Rs. 30 per unit, find the
optimal product mix for maximising the profit.

Solution:

Let the company manufacturgsuinits of X andy units ofY.
Each unit of productx’ uses1/100 capacity of A therefore capacity A used by proauist (A

/ 100)x.

Similarly capacity ofA used by V' is (A / 150)y. Therefore,

(A/100)x + (A/150)y $ Ai.e., 150x + 100y $ 15000 OR X + 2y $ 300 is the equation fdk.
Similarly equations for other facilities can be written. Objective function is to MaxifiséQx + 30y

Simplex version:

MaximiseZ = 4 + 30y s.t. MaximiseZ = 40« + 30y + 0S; + 0S, + 0S; + 05, + 0S; + 0S; s.t.

Inequalities:
3x+2 300
Ix+1ly 80
2x+1ly 200
3x+4y 360
Ix+0y 60
Ox+1ly 60and

Bothx andy are 0.

X+2y+1S +0S,+0S;+ 05, + 0S; +0S; =300
IX+ 1y + 0S; + 1S, + 0S; + 05, + 0S; + 05, = 80
2X+1ly+0S +0S, + 1S; + 0S5, + 0S5 + 0S; = 200
3X+4y+0S +0S,+0S; + 1S, +0S; + 0S; = 360
1+ 0y + 0S, + 0S, + OS; + 05, + 1S, + 0§, = 60
Ox+ 1y +0S, +0S, + 0S; + 05, + 0S; + 1S, = 60 and
Al xy, S (i =1,2,3,4,5,6) ar&0

Table: 1. x=0,y=0, S; =300, S, =80, S; =200, S, = 360, S; = 60, S; = 60 and Profit Z= Rs.0

Prog.| ProfiyCapacity G5 40 | 30| O 0 0 0 0 0| ChedliReplacement
X y| S| S| S35 S| S5| Sg| Col ratio.

S, 0 300 3 2 1 0 0 0 0 0 306 102

S, 0 80 1 1 0 1 0 0 0 0 83 80

S; 0 200 2 1 0 0 1 0 0 0 203 100

S, 0 360 3 41 0 0 0 1 0 0 367, 120

Sy 0 60 1 0| O 0 0 0 1 0 61 60

Se 0 60 0 1 0 0 0 0 0 1 61 Infinity.

Net [ Evaluation| 40| 30 0 0 0 (0 0 ( —
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Table: Ill. x=60, y=20, S, =80,S,=0,S;=60, S, =100, S; =0, S; = 40, Profit: Rs. 40 x 60
+30 x 20 = Rs. 3000 /—

Prog.[ ProfiyCapacity G5 40 | 30| O 0 0 0 0 0| ChedliReplacement
X y| S| S| S3| S4| S5| Sg| col ratio.
S, 0 80 0 0 1] -2 O 0] -1 0 78
y 30 20 0 1 0 1 0 0] -1 0 21
S, 0 60 0 0 of -1 1 0] -1 0 60
S, 0 100 0 of of -4 1 1 0 99
X 40 60 1 0| O 0 0 0 0 59
Se 0 40 0 0 of -1 o 0 1 39
Net [ Evaluation| O 0 O -30 O q -10 D —

t Y

As all the elements of net evaluation row are either negative elements or zeros the solution is
optimal. The company will produce 60 unitsX0&nd 20 units o¥ and the optimal Profit Z Rs. 40
x 60 + Rs. 30 x 20 = Rs. 3000/—

Shadow price = 30 x 80 + 10 x 6 = 2400 + 600 = Rs. 3000 /-. Shadow price and profit are equal.

Problem 3.7: A company produces three products A, B and C by using two raw mak€eats
Y. 4000 units oK and 6000 units af are available for production. The requirement of raw materials
by each product is given below:

Raw material Requirement per unit of product

A B C
X 2 3 5
Y 4 2 7

The labour time for each unit of produktis twice that of producB and three times that of
productC. The entire labour force of the company can produce the equivalent of 2500 units of product
A. A market survey indicates the minimum demand of the three products are 500, 500 and 375 respectively
for A, BandC. However, their ratio of number of units produced must be equal to 3: 2: 5. Assume that
the profit per units of produd, B andC are Rupees 60/-, 40/— and 100 respectively. Formulate the
L.P.P. for maximizing the profit.

Solution:
Let the company manufacturasunits of A, b units of B andc units of C. The constraints for
raw materials are
2a+3p+5 4000 ..(2)
da+2b+7c 6000 ..(2)
Now let t' be the labour time required for one unit of prodicthen the time required for per

unit of productB is t/2 and that for produd® is t/3. As 2500 units of A are produced, the total time
available is 2500 t. Hence the constraints for time are:

ta+t/2b+t/3c 2500t
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i.,e,a+ 1/2tb+ 1/3tc 2500 ...(3)
Now the market demand constraints @&t 500pb % 500 and % 375 ...(4)
As the ratio of production must be 3: 2 : 5,
A = 3k b =2 andc = 5k which gives the equations:
1/3a=1/2/band 1/2b = 1/5¢ ...(5)
The objective function is Maximisé= 60a + 40b + 100c
Hence the Linear programme in the form inequalities for the above problem is:
MaximiseZ = 60a + 4 + 10@ s.t.
2a+3+5 4000
da+2+7c 6000
la+ 1/2b+1/3c 2500
1/3a=1/3b
¥%b=1/5¢
a % 500b % 500 and % 375

As the last constraint shows that the values of all the variablé€$Grihe same constraint will
become non-negativity constraint.

Problem 3.8: A product consists of two componemtsandB. These components require two
different raw materialX andY. 100 units ofX and 200 units o¥ are available for production. The
materials are processed in three departments. The requirement of production time in hours and materials
in units are given in the table below.

Departments Raw material input Output of components
per run in unit per run (units)
X Y A B
1 7 5 6 4
2 4 8 5 8
3 2 7 7 3

Formulate a progrmme to determine the number of production runs for each department, which
will maximise the total number of compone#/tandB for the product.
Solution: Formulation of L.P.P

Leta, b and c is the production runs for departments 1, 2 and 3 respectively. Therefore the total
production is & + 5b + 7c of components ofA and 4 + 8 + 3c of components B.

The raw material restrictions are :
7a+4b+2c 100
S5a+8+7c 200
Now the final product requires 4 unitséand 3 units oB for assembly. Hence the total production
of final product will be the smaller of the quantities: 1/4 {68 + 7c) and 1/3 (4 + 8b + X).
Our objective is to maximize the production of final product. Hence the objective function would be:
MaximiseZ = Minimum of {¥4 (6a + 5b + 7¢), 1/3 (4 + 8b + 3X)}
Let Minimum {1/4 (Ga + Bb + 7c), 1/3 (a+ 8+ X)} = v i.e.
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Ya(Ga+5+7c)%vand 1/3 (4+ 8+ X) =V

Then the required L.p.p. is : Firgl b, c andv which maximiseZ = v, subject to the constraints
7a+8+2c 100

ba+8 +7c 200

Ga+Sbh+7c—-4 O

4da+8+3x-3% 0, and

a, b,candvall 0.

Problem 3.9: A firm manufactures three types of coils each made of a different alloy. The flow

process chart is given in the figure below. The problem is to determine the amount of each alloy to
produce, within the limitations of sales and machine capacities, so as to maximise the profits.

Alley | | — |t
L - — - :
]————» -
22—l o i >
3 o R Pt - —m- >
Process A
Process C
Process B
The further data given is:
Table: I.
Machine Number of machineq 8-hour shift per wegk &vn time %
A 3 18 5
B 2 % 10
C 1 2 0
Table: 1I.
Alloy | Operation Machine rate Sales potential Profit per ton in Rs
A 30 hours/30 ton
c(@) 40 feet per minute 1500 tons per month. 80
1 B 25 feet per minute
C(@2 30 feet per minute
A 25 hours per 10 tons
2 B 25 feet per minute 800 tons per montH. 400
C 30 feet per minute
3 B 15 feet per minute 1000 tons per 250
C 20 feet per minute
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Coils for each alloy are 400 feet long and weigh 5 tons. Set up objective function and restrictions

to set up matrix.

Solution: Let the company produca’‘units of alloy 1,b units of alloy 2 and units of alloy 3.
Then the objective functions is Maximige= 80a + 40b + 25Q subject to the limitations imposed by
the available machine capacity and sales potential.

Constraint of Machine Capacity per month:

Table: 11I.
Process Number shifts % of useful Capacity in
of machines| per week time hours per month
A 3 18 95 3x18x8x%x4%x0.95=1778.
2 26 Q0 2x26x8x%x4%x0.90 =1662.
C 1 22 100 1x22x8x4%x1=726.7

To convert machine rates into tons per hour:

Table: IV.

Alloy Process Machine rates
A 30 hour per 10 tons = 0.333 tons per hour.

1 C() 40 feet per minute = (40 x 60 x 5)/400 = 30 tons per hour.
B 25 feet per minute = (25 x 60 x 5)/400 = 18.75 tons per hoy
C(2) 30 feet per minute = (30 x 60 x 5)/400 = 22.5 tons per houn
A 25 hours per 10 tons. = 0.4 tons per hour.

2 B 25 feet per minute = (25 x 60 x 5)/400 = 18.75 tons per hoy
C 30 feet per minute = (30 x 60 x 5)/400 = 22.5 tons per hour

3 B 15 feet per minute = (15 x 60 x 5)/400 = 11.25 tons per hot
C 20 feet per minute = (20 x 60 x 5)/400 = 15 tons per hour.

=

=

=

Now let us calculate the times required dopb andc tons of alloys and use these machine times

for a formal statement of capacity constraints.
For procesdA : (a/0.333) + p/0.4)
For process8 : (a/18.75) + p/18.75) + €/11.25)
For proces< : (a/30) + @22.5) + p/22.5) + €/15)

(7a/90) + (0/22.5) + £ $ 762.7

Limitations imposed by sales potential:
1000.

a $ 1500,b $ 800 andc
Hence the l.p.p is:
MaximiseZ = 80a + 400b + 25Q s.t.

(a/0.333) + b/0.4)$ 1778.3

1778.3

(a/ 18.75) + B/18.75) + ¢ / 11.25)$ 1662.4

1662.4
762.7 OR
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(7a/90) + ©/22.5) + £ $ 762.7
a$ 1500,b $ 800 andc $ 1000. And
a,bandcall % 0

3.7. MINIMISATION PROBLEMS

Problem 3.10: A small city of 15,000 people requires an average of 3 lakhs of gallons of water
daily. The city is supplied with water purified at a central water works, where water is purified by
filtration, chlorination and addition of two chemicals softening chemfcahd health chemica.

Water works plans to purchase two popular brands of products, prodard Aroduct Bwhich

contain these two elements. One unit of product A gives 8 Kgaoid 3 Kg ofY. One unit of product

B gives 4 Kg ofX and 9 Kg ofY. To maintain the water at a minimum level of softness and meet a
minimum in health protection, it is decided that 150 Kg and 100 Kg of two chemicals that make up each
product must be added daily. At a cost of Rs. 8/— and Rs. 10/- per unit respectively for A and B, what
is the optimum quantity of each product that should be used to meet consumer standard?

Before discussing solution, let us have an idea of what is knoBigdd—n Method, which is
generally used to solve minimization problems.

While solving the linear programming problems by graphical method, we have seen an isoprofit
line is drawn and at the origin and then it is moved away from the origin to find the optima point.
Similarly an isocost line is drawn away from the origin in minimization problem and moved towards the
origin to find the optimal point.

But in simplex method of solving the minimization problem, a highest cost is allocated to artificial
surplus variable to remove it form the matrix. This high cost is BM. M stands for millions of
rupees. If we use bilyl some times we feel it difficult while solving the problem. Hence, we can
substitute a big numerical numberNg which is bigger than all the cost coefficients given in the
problem. This may help us in numerical calculations.

Solution: Let the water works purchageunits of X andy units ofY, then:

Inequalities: Simplex Format:

MinimiseZ = 8 + 10y s.t MinimiseZ=8x+ 10y + Op + Og + M A; + MA, s.t.
3Xx+% 100 3x+ 9% —1p+0g+ 1A, + 0A, = 100

8x+4y 150 and 8x+ 4y + (0p-1g+ 0A; + 1A, = 150 and
Bothxandy O XY, P 0 AL Aal%0

Table: 1. x=0,y=0,p=0,a=0, A, =100, A, = 150 and Z = 100M + 150M = Rs. 250 M.

Programe Cost in £= 8 10 0 0 M M Replacement
Rs. requirement X y p a Al A, ratio
A M 100 3 9 -1 0 1 0 100/9=11.11
A, M 150 8 4 0 -1 0 1 150/4=37.5
Net Evaluation 8-11M| 10-13M[ M M 0 0 —
' I
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Table Il: x=0, y=11.11,p=0,9g=0,A; =132, A, =0, Z=Rs.11.11 x 10 + 1.32M =

111.1 +1.32 M
Program| Cost in G = 8 10 0 0 M M| Replaceme
Rs. requirement X Vi p A A, ratio
y 10 111 0.33 1 -0.11 0 0.11 0 33.6
A, M 106 6.88 0 0.44 -1 -0.44 1 154
Net Evaluation 4.3-6.88M 0| —1.1+0.44M -1.1+5.4M 0

Table Illl. x=05, y=154,p=0,9g=0,A;=0,A =0,Z=Rs.10x 0.50 + 8 x 15.4 =

Rs. 128.20
Program| Cost in G= 8 10 0 0 M M Replaceme
Rs. requirement X Vi p q A A, ratio
y 10 0.5 0 1| -0.154] 01| 0154| -01 —
X 8 154 1 0 0.06 | -0.14 -0.06| 0.14 —
Net Evaluation| — 0 0 1.062 0.12|] M-1.06 M-0.12

Water works purchases 0.5 Kg¥find 15.4 Kg o at a cost of Rs. 128.20. The shadow price
will be Rs. 107/—. The difference is due to decimal numbers. (Note: We can avoid the artificial variables

as and when they go out to reduce the calculations. We can use a numerical vilugviiich is
higher than the cost of variables given in the problem so that we can save time.).

Problem 3.11:10 grams of Alloy A contains 2 grams of copper, 1 gram of zinc and 1 gram of
lead. 10 grams of Alloy B contains 1 gram of copper, 1 gram of zinc and 1 gram of lead. It is required
to produce a mixture of these alloys, which contains at least 10 grams of copper, 8 grams of zinc, and

12 grams of lead. Alloy B costs 1.5 times as much per Kg as alloy A. Find the amounts & alidys
B, which must be mixed in order to satisfy these conditions in the cheapest way.

Solution: The given data is: (Assume the cost of Allogs Re.1/— then the cost of All@will
be Rs. 1.50 per Kg.

Alloys ] )
Metals (In grams per 10 grams) Requirement in Grams
A B
Copper 2 1 10
Zinc 1 1 8
Lead 1 1 12
Cost in Rs. per Kg. 1 15

Let the company purchaseinits of Alloy A andy units of AlloyB. (Assume a value of 10 fou)
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Inequalities:

Minimise Z = X + 1.5y s.t.

10
8

X+ ly
Ix+ ly
Ix+ 1y

X,y both 0

12 and

Simplex Format:
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MinimiseZ = Ix + 1.5/ + Op + Og + Or + 10A; + 10A, +10A; s.t.

2Xx+1ly—1p+0g+0r+ 1A +0A, +0A; =10
X+1ly+0p—1g+0 +0A + 1A, + 0A; =8
Ix+1ly+0Op+0q—1%+0A +0A, + 1A; =12 and
XY, PO AL Ay, Azall% 0

Table:1. x=0,y=0,p=0,9=0,r=0, A, =10, A, 8 and A; = 12 and Profit Z=Rs. 10 x 10 +
10 x 8 + 10 x 12 = Rs. 300

Cost in G= 1 1.5 0 0 0 10 10 10 Replace-
Program Rs. [Require— X y p q r Al A A; | ment ratio
ment
A, 10 10 2 1 -1 0 0 1 0 0 5
A, 10 8 1 1 0 -1 0 0 1 0 8
A, 10 12 1 1 0 of -1 0 0 1 12
Net Evaluatioh -39| -285 10 10| 10 0 0 0

Table:ll. x=5,y=0,p=0,9g=0,r=0,A;=0,A, =3, A;=7and Z=Rs.1 x5+ 10x 3+ 7 x

10 = Rs. 105/-
Cost in G= 1 1.5 0 0 0 10 10 10 Replace-
Program Rs. [Require— X y p q r Al A A; | ment ratio
ment
X 1 5 1 0.5 -0.5 0 0 0.5 0 0| - 10 (neglqgct)
A, 10 3 0 0.5 05| -1| 0| -05 1 0 6
Ay 10 7 0 05 05 o] -1 -o. 0 1 14
Net Evaluation 0 -9 -9.5 10| 10| 195 0 0
Table: lll. x=8,y=0,p=6,9g=0,r=0,A; =0,A,=0,A;=4,Z=Rs. 8+ 40 = Rs. 48 /-
Cost in G= 1 1.5 0 0 0 10 10 10 Replace-
Program Rs. [Require— X y p q r Al A A; | ment ratio
ment
X 1 8 1 1 0 -1 O 0 1 0] - 8 (negleft)
p 0 6 0 1 1 -2 0| -1 2 0 — 3 (neglekct)
A, 10 4 0 0 0 1]1-1] O -1 1 4
Net Evaluatiop 0 0.5 0 -9 10| 10 19 0
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Table: IV. x=12, y=0,p=14,q=4,r=0,Z=Rs. 1 x 12 =Rs. 12/ -

Cost in G= 1 1.5 0 0 0 10 10 10 Replace-
Program Rs. [Require— X y p q r Al A A; | ment ratio
ment
X 1 12 1 1 0 0| -1 0 0 1
p 0 14 0 1 1 o] -2 -1 1 2
q 0 4 0 0 0 11 1 0 -1 1
Net Evaluatiop 0 0.5 0 0 1 0 0 9

As all the net evaluation elements are either zeros or positive element, the solution is optimal. The
company can purchase 12 unitsXoét a cost of Rs. 12/—

Problem 3.12:MinimiseZ = 4a + 2b s.t.

3a+1 27

-la-1b -21

la+2b 30 and bottaandb are 0.

Inequalities: Equations:

MinimiseZ = 4a + 20 % 27 Minimis& = 4a + 2b + Op +0q + Or + MA; + MA, + MA; s.t.
3a+1 27 3a+1b—1Ip+0g+0r+ 1A, + 0A, + 0A; = 27
la+1l 21 la+1b+0p—-1g+ 0 +0A; + 1A, + 0A; =21
la+2b 30 la+ 20+ 0p+—+ @ —1Ir + 0A; + 0A, + 1A; = 30
Anda, bboth 0 a,bpar A,AandAzall O

(Note: converting the objective function conveniently we can solve the minimization or
maximization problems.For example, if the objective function given is minimization type, we
can convert it into maximization type by multiplying the objective function by —1. For example,
in the problem 3.12, the objective function may be written as Maxifivseda — 2 s.t. But the
inequalities are in the form &% type. In such cases when artificial surplus variak)eig
introduced then the cost co—efficient of the artificial surplus variable will benstdad of M.
Rest of the procedure of solving the problem is same. Similarly, any maximization problem can
be converted into minimization problem by multiplying the objective function by —1. If the
inequalities are in form, subtracting the surplus variable and adding the artificial surpjus
variable is done to inequalities to convert them into equations. In case the inequalities arg of
type, slack variable is added to convert them into equations. Let us see this in next exanple).

Solution: LetM be represented by a numerical value Rs.10/—that is higher than the cost coefficients
given in the problem..g. 4 and 2).
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Table:l. a=0,b=0,p=0,9g=0,r=0, A; =27, A, =21 and A; = 30 and the cost Z = Rs. 780/—

Cost in G 4 2 0 0 0 10 10 10 Replace-
Program Rs. | Require— a b p q r Al A, A; | ment ratio
ment
A 10 27 3 1 -1 0 0 1 0 0 9
A, 10 21 1 1 0| -1 0 0 1 0 21
Ay 10 30 1 2 0 0| -1 0 0 1 30
Net |Evaluation] —46] -38 10 10 1P Q 0 d —

Table:ll. a=9,b=0,p=0,g=0,r=0, A, =0, A, =12, A; = 21 and Z = Rs. 366/-

Cost in G 4 2 0 0 0 10 10 10 Replace-
Program Rs. | Require— a b p q r Al A A; | ment ratio
ment
a 4 9 1 033 -0338 O 0| 0.33 0 0 27.27
A, 10 12 0 0.67 033 -1 of 33 1 0 17.91
Ay 10 21 0 1.67 0 0| -1 0 0 1 12.51
Net [ Evaluation| 0 | 22.72 —1.913 10( 10 8.22 0 0

!

Table: lll. a=4.84, b=1251,p=0,9g=0,r=0, A, =0, A, =3.6, A; =0, Z=Rs. 80.50.

Cost in G 4 2 0 0 0 10 10( 10 Replace-
Program Rs. | Require— a b p q r A | A, | A; | ment ratio
ment
a 4 4.84 1 0| 0.33 0| —0.198 033 O | 0.198 Neglect
A, 10 36 0 0 033 -1 -040633|1 0.4 10.9
b 2 12.57 0 1 0 0f -0.6 0 O 0.6 Infinity
Net Evaluation| O 0| 4.98| 10| 3592 8.02] O | 4.008 —
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Table: IV. a=3,b=18.05 p=9,9g=0,r=0,A; =0, A, =0, A; =0, Cost Z= Rs. 48.10

Cost in G 4 2 0 0 0 10 10 10 Replace-
Program Rs. | require— X y p o} r A A, A; | ment ratio
ment
a 4 3 1 0] -0.485 05 0] 0485 -08 O
p 0 9 0 0| 042% -25 1] 6.425| 0.25|-1
b 2 18.05 0 1] 044p -1.5 q G445 15 O
Net Evaluation| 0 0 1.05 1 0 8.95 9 0

As the elements of net evaluation row are either zeros or positive elements, the solution is optimal.

A =3 andB = 12.57 and the optima cadt= Rs. 48.10. The shadow price = 1.05 x 27 + 1 x 21
= Rs. 49.35.

The difference is due to decimal calculations.

Problem 3. 13:Solve the Minimization L.P.P. given below:

Min. Z=1x—- 3y + 2z S.t.

X-ly—-+F 7

—-X+4y+0z 12

—4x+3y+8& 10andxy, andzall O.

Solution: As the objective function is of minimization type and the constraints aretgpe, we
can rewrite the problem in simplex format as:

MaximizeZ = -Ix+ 3y — 22+ 0S; + 0S, + 0S; S.t.

X-1ly+3I+15+05,+0S5;=7

—X+4y+0z+ 0B +1S,+0S5=12

—4X+3J+8+05 +0S,+1S;=10 andx, v, 7, S, S, andS; all % O.

Table:I. x=0,y=0,2z=0,5,=7,5,=0, S;= 0 and Z= Rs.0./-

Problem Profit [Capacity,H -1 3 -2 0 0 0| Replacement

variable Rs. Zunits X y z S S, | S; ratio

S, 0 7 3 -1 3 1 0 0 —

S, 0 12 -2 4 0 0 1 0 12/4=3

S; 0 10 -4 3 8 0 0 1 10/3=3.3.
Net Evaluatior]. -1 3 -2 0 0 0
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Table: Il. x=0,y=3,2z=0,5,=10, S5,=0, S;=1and Z= 3 x 3 = Rs.9.00.

Problem Profit | Capacity,| -1 3 -2 0 0 0| Replacement
variable Rs. Z =units X y z S S, | S5 ratio
S, 0 10 3.5 0 3 1 025 O 2.86
y 3 3 -05 1 0 0 029 O —
S; 0 1 -25 0 8 of -07p 1 —
Net Evaluationf 0.5 0 -2 0] 675 O

T l

Table lll. x=2.86, y=4.43,z=0,5,=0,S,=0and S; = 8.14, Z= Rs. 10.43.

Problem Profit | Capacity,| -1 3 -2 0 0 0| Replacement
variable Rs. Z =units X y z S S, | S5 ratio
X -1 2.86 1 0 08 020 00f O —
y 3 443 0 1 043 0143 0245 O —
S; 0 8.14 0 0 10.14 0444 6e57[ 1 —
Net Evaluation. 0 0| -243 -0.140 -068 O

Answer: X = 2.86,Y = 4.43,Z = 0 and ProfiZ = Rs. 10.43.

3.8. MIXED PROBLEMS

As a mathematical interest, we may deal with some problems which have the characteristics of both
maximization and minimization problems. These problems may not exist in real world, but they are
significantly important as far as mathematical interest. These problems are generally kivinadas
problems. Let us work out some problems of this nature. (by bging M method).

Problem 3.14:Solve the following L.P.P.:
Minimize Z=4a+ 2b S.t.

3a+1b 27

-la-1b -21

la+2b 30andbottaandbare 0

The right hand side of any inequality or equation should not be negative. Hence we have to
multiply the second inequality by —1. Then the given problem becomes:

Minimize Z= 4a+ 2 s.t. OR MaximizeZ=-4—- 2D s.t
3a+1b 27 3a+1 27
la+1b 21 la+1b 21

la+2b 30andbotmandb O la+2b 30 and botlmandb 0.
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The simplex version of the problem is:
Minimize Z = 4a + 20 +0p +0g + Or + MA; + MA, + MA; s.t.
3a+ 1b-1p + Og +0r + 1A, + OA, + 0A; = 27
la+1lb+0p-19+0 +0A + 1A, + 0A; = 21
la+20+0p+0q—1I+0A +0A,+1A;=30anda, b,p,q, r, A, Ay, Agall 0
The simplex format of Maximization version Ia:maximization version we use negative sign
for big —M.
MaximizeZ = -4a— 20 + Op + Og + Or — MA; — MA, —MA; s.t.
3a+1b—1p+0g+ 0+ 1A, + 0A, + 0A; = 27
la+1b+0p—-1g+ 0 +0A; + 1A, + 0A; =21
la+2b+0p+0g—1I+0A +0A, +1A;=30anda, b,p, g, r, A, A, ,Azall O
Let us solve the maximization version.

Table:l. a=0,b=0p=0g=0r=0A;=27A, =21 A;=30and Z=Rs. 78 M.

Problem| Profit| Capacity] -4 -2 0 0 0 M| -M -M Replacet
variable Rs.| C=Units a b p q r A A A; | ment ratio
A, -M 27 3 1 -1( 0 0 1 0 0 27/3=9
A, -M 21 1 1 0 [-1f O 0 1 0 21/1=21
Ag -M 30 1 2 0 0| -1 0 0 1 30/1=30
Net [-4+5M -2+MI| -M |-M|-M| O 0 0
evaluatioT
Table: Il. a=9,b=0,p=0,g=0,r=0,A; =0, A, =12, A; =21, Z=-33M-36
Problem| Profit [Capacity | — 4 -2 0 0 o - M - —-M Replacg-
variable Rs. | C =Units a b p q ri Al A A5 | ment ratig
a -4 9 1 1/3 -1/3 0 0 0 0
A, -M 12 0 2/3 1/3 -1 0 1 0
Ay -M 21 0 5/3 1/3 0 -1 0 1
Net O -2+7/3M 4/3+2/3M M| -M 0 0
evaluatior

1 !

Note: Artificial variable removed is not entered.
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Table: lll. a=24/5, b=63/5, p=0,g=0,r=0,A, =0, A, =18/5 A;=0

Problem| Profit| Capacity | — 4| — 2 0 0 0 -M —-N —-M Replacg—
variable[ Rs.| C=Units| a b p q r A | A, | A; | ment ratio
a -4 24/5 1 0 -2/5 0 1/5 0
A, - M 18/5 0 0 1/5 -1 2/5 1
b -2 63/5 0 1 1/5 0 —3/5 0
Net 0 0|-6/5+1/5M - M —2/5+ 2/3M 0
evaluation

1 !

Table: IV. a= 3,b=18,p=0,g=0,r=9and Z=Rs. 48.00

Problem| Profit|f Capacity| -4 -2 0 0 0 -M —M -M Replacet
variable Rs.| C=Units| a b p q r A A, A; | ment ratio
a -4 3 1 0 -1/2| 1/2 O
r 0 9 0 0 1/2 1 -5/2 1
b -2 18 0 1 12 -3/2 0
Net 0 0 -1 -1 O
evaluation

A = 3,B = 18 andZ = Rs. 48/-That is for minimization version; the total minimum cost is Rs.
48/-

Problem 3.15:Solve the following L.P.P.

MaximizeZ=1a+ 2b+ 3c— 1d S.t.

la+2b+3=15

2a+1b+5c=20

la+ 2b+1c+ 1f =10 andq, b, c, fall are 0.

In this problem given constraints are equations rather than inequalities. Also by careful examination,
we can see that in the third equation variablexists and it also exists in objective function. Hence we
consider it as a surplus variable and we add two more slack varidbéesl*'e’ is added to first and
second equations. But the cost coefficient in objective function for varidblede will be -M. When
we use bigM in maximization problem, we have to udd # objective function. While solving the
problem, all the rules related to solving maximization problem will apply. Hence now the simplex format
of the problem is as follows:

MaximizeZ=1a+ 20 + 3 — 1d —Me-Mf s.t.

la+2b+3c+1d+0e+0f=15

2a+1b+5+0d+1e+ 0 =20

la+2b+1c+0d+0e+ 12f =10 anda, b, ¢, d, e fall = 0.
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Tablel. a=0,b=0,¢c=0,d=15,e=20, f=10and Z= Rs. 0.

Problem Profit | C; Capacity, 1 2 3 -1 M |- M | Replacement
variable Rs. units a b c d e f ratio
d -1 15 1 2 3 1 0 0 5
e -M 20 2 1 5 0 1 0 4
f -M 10 1 2 1 0 0 1 10
Net 2+3M 4+3M 4+ 8M 0 0 0
evaluation

T

l

Tablell. A=0,b=0,c=4,d=0,e=0,f=0.,, Z=Rs.3 x4 =Rs. 12.

Problem| Profit [C; Capacity, 1 2 3 -1 -M | — M| Replacement
Variablg Rs. units a b C d e f Ratio
d -1 6 3/5 9/5 0 1 0 0 30/9
c 3 4 2/5 1/5 1 0 0 0 20
f -M 3 -1/5 715 0 0 1 1 15/7
Net 2/5+M /5| 16/5+7/5M O M -M 0
evaluation

t

TableL: Ill. a=0, b=15/7, ¢c=25/7, d=15/7, e=0, f=0, Z= Rs. 107 — 15/7 = Rs.92.

Problem | Profit Profit 1 2 3 -1 -M -M
variable Rs. capacity a b c d e f
d -1 15/7 6/7 0 0 1 0 0
c 3 25/7 3/7 0 1 0 - 5/7 - 5/7
b 2 15/7 -1/7 1 0 0 5/7 5/7
Net 6/7 0 0 0 — M +5/7 — M +5/7
evaluation
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Table: IV. a=5/2, b=5/2,¢c=5/2,d=0,e=0,f=0, Z=Rs. 15/-

Problem | Profit Profit 1 2 3 -1 -M -M
Variable Rs. capacity a b c d e f
a 1 5/2 1 0 0 716 0 0
c 3 5/2 0 0 1 -1/2 - 5/7 - 5/7
b 2 5/2 0 1 0 1/6 5/7 5/7
0 0 0 - 4/14 - M +5/7 - M=5/7

As all the elements of net evaluation row are either zeros or negative elements, the solution is
optimal.
Z=Rs. 15/-. Anch=b=c=5/2.

Problem 3.16:Solve the given l.p.p: Simplex format is:

Maximize & + 3y s.t. MaximizeZ = 4x + 3y + 0S+ Op + 0g— MA; —MA, s.t.
Ix+1ly 50 Ix +1y+ 1S+ 0p + Og + 0A; + 0A, = 50
Ix+2 80 Ix+ 2y +0S— 1p + Og + 1A, + 0A, = 80

3x+2 140 3x+2y+0S+ 0p—1g+ 0A; + 1A, = 140
And bothxandy 0 andx,y, S p, g, A;andAall 0

Table: 1. X=0,y,=0,5=50,p=0g=0, A, =80, A, =140 and Z = Rs. 220 M.

Problem Profit Profit: 4 3 0 0 0 -M| -M| Replace—
variable Rs. | capacity unitg X y S p g Al A, | ment ratio
S 0 50 1 1 1 0 0 0 0 50
Ay - M 80 1 2 0 -1 0 1 0 40
A, - M 140 3 2 0 -1 0 1 70
Net 4+4M 3+4M O M M 0 0
evaluation.

! v

Now in the net evaluation row the element under variabis 4 + 4V is greater than the element
3 + 3. But if we take X’ as the incoming variable we cannot send artificial variable out first. Hence we
take Y’ as the incoming variable, so that go out first.
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Table: 1. X=0,y=40,5=10,A;=0,A,=60,p=0,g=0and Z=Rs. 120 - 60 M.

Problem | Profit Profit: 4 3 0 0 0 -M — M| Replace-
variable Rs. | capacity unitg X y S p o] A A, |ment ratig
S 0 10 0.5 0 1 0.5 0 -0.5 0 20
y 3 40 05 1 0 -0.5 0 05 0 80
A, -M 60 2 0 0 2 -1 -2 1 30

Net 25+8M| O 0| 1.5-2M - M —-15-3M O
evaluation.

Table: Ill. x=20,y=30,p=0,9g=0,A; =0, A, =20, Z=Rs. 170/-
Problem Profit Profit: 4 3 0 0 0 -M| —M]| Replace-
variable Rs. | capacity units X y S p q A | A, | ment ratio

X 4 20 1 0 2 1 0 -1 0

y 3 30 0 1 -1 -1 0 1 0

A, - M 20 0 0 -4 0 -1 0 1

Net 0 0[-5-4M -1] -M -M=1 O

evaluation.

In the last table though basis variables have the opportunity cost as 0, still artificial v&iable
exists in the problem, hence the original problem has no feasible solution.

X =20,Y = 30.

Problem 3.17:Solve the given l.p.p. Simplex version of the problem is:

MaximizeZ=1a+ 1.9+ 5c + 2d s.t. MaximizeZ=1a+ 1.5+ 5+ 2d + 0S; + 0S, - MA; —
MA, s.t.

3a+2+1c+4d 6 3a+2+1lc+4d+ 1S5, +0S,+ 0A; + 0A, =6

2a+1b+5c+1d 4 2a+1b+5c+1d +0S +1S,+ 0A; + 0A, = 4

2a+6b—-4c+8=0 2a+6b-4+81+0S +0S, +1A; +0A, =0

la+3Pp-X+4d=0 la+3h-2+4d+0S +0S,+0A; +1A, =0

Anda,b,c,dall 0 anda, b,c, d, S, S,, A;, A, all %0
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Tablel. A=0,b=0,¢c=0,d=0,5,=6,S,=0, A, =0, A, =0 and Z = Rs. 0.00

Problem|Profit |C; Capacity 1 1.5 5 2 0 0 -M -N Replace-
variable| Rs. units a b c d S| S | A A, | ment ratio
S, 0 6 3 2 1 4 1 o 0 0 6/4=15
S, 0 4 2 1 5 1 0 1 0 0 4/1=4
Ay - M 0 2 6 -4 8 0| O 1 0 0
A, - M 0 1 3 -2 4 0| O 0 1 0
Net 1+3M| 1.5+9M 5-6M 2+12M O 0 0 d
evaluation

1

Note: Both A; and A, have the same replacement ratio. That is to say there is a tie i
outgoing variables. This type of situation in Linear Programming Problem is known as
DEGENERACY. To Solve degeneracy refer to the rules stated earlier.

Now let us remove as and when a surplus variable goes out, which will ease our calculation and
also save time.

Table:ll. a=0,b=0,¢=0,d=0,5,=6,5,=4,A,=0,A,=0, Z=Rs. 0/

Problem| Profit|C; Capacity 1 1.5 5 2 0 0 -M -M Replace-
variable Rs. units a b c d S| S A A, | ment ratio
S, 0 6 2 -1 3 0 1 0 0
S, 0 4 714 1/4 1172 O 0 1 0
Ay - M 0 0 0 0 0 0 0 1
d 2 0 1/4 3/4 -1/2 1 0 0 0
Net 1/2 0 6 0 0 0 0
evaluation

In the given problem the inequalities number 3 ané.42a + 6b —4c + 8d = 0 and

la+ 3 - 2 + 4d = 0 appears to be similar. If you carefully examine, we see that

2a+6b—4c+8=0is2x (la+ - Z + 4d = 0). Hence one of them may be considered as
redundant and cancelleice., third constraint is double the fourth constraint hence we can say it is not
independent. Hence we can eliminate the third row and the column Apélem the tableau. For
identifying the redundancy, one need not wait for final optimal table.
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Table: 1ll. (Second reduced second table) S, =6, S,=4,d=0,a=0,b=0,¢=0,Z=Rs.0

Problem| Profit|C; Capacity 1 1.5 5 2 0 0 -M -M Replace-
variable Rs. units a b c d S| S A A, | ment ratio
S, 0 6 2 -1 3 0 1 0 2
S, 0 4 714 1/4 11/2 0 0 1 8/11
d 2 0 1/4 3/4 -1/2 1 0 0 —
Net 1/2 0 6 0 0 0
evaluation
Y
Table: IV. S; = 42/11, C=5, d=4/11 and Z = Rs. 4.36.
Problem| Profit|C; Capacity 1 1.5 5 2 0 0 -M -M Replace-
variable Rs. units a b c d Sl S A A, | ment ratio
S, 0 42/11 23/22| 25/22 0 0 - 6/11
c 5 8/11 722 1/22 1 0 o 211
d 2 4/11 9/22 | 17/22 0 1 q 111
Net -31/22 -3/11 0 0 q -12/11
evaluation

As all the elements of net evaluation row are either zeros or negative elements the solution at this
stage is optimal. Henae= 8/11,d = 4/11 andZ = Rs. 48/11 = Rs. 4.36.

3.10. ARTIFICIAL VARIABLE METHOD OR TWO PHASE METHOD

In linear programming problems sometimes we see that the constraints may,haver = signs. In

such problems, basis matrix is not obtained as an identity matrix in the first simplex table; therefore, we
introduce a new type of variable called, the artificial variable. These variables are fictitious and cannot
have any physical meaning. The introduction of artificial variable is merely to get starting basic feasible
solution, so that simplex procedure may be used as usual until the optimal solution is obtained. Artificial
variable can be eliminated from the simplex table as and when they become, z8y0—basic. This
process of eliminating artificial variable is performediHASE | of the solution. PHASE Il is then

used for getting optimal solution. Here the solution of the linear programming problem is completed in
two phases, this method is known®a8/0O PHASE SIMPLEX METHOD . Hence, the two—phase
method deals with removal of artificial variable in the fist phase and work for optimal solution in the
second phase. If at the end of the first stage, there still remains artificial variable in the basic at a
positive value, it means there is no feasible solution for the problem given. In that case, it is not
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necessary to work on phase Il. If a feasible solution exists for the given problem, the value of objective
function at the end of phase | will be zero and artificial variable will be non-basic. In phase Il original
objective coefficients are introduced in the final tableau of phase | and the objective function is optimized.

Problem 3.18:By using two phase method find whether the following problem has a feasible

solution or not?
MaximizeZ = 4a + S s.t.

Simplex version is: Max = 4a + 5 + 0S; + 0S, —-MA s.t.
2a+4b+ 1S, +0S,+0A=8

2a+4 8
la+3p 9 andbottaandbare O. la+3+0S-1S,+1A=9 and
a,b S,S,Aallare 0
Phase |
MaximizeZ =0a+ Ob + 0S, + 0S, — 1A s.t.
2a+4b+ 1S5 +0S,+0A=8
la+3Pp+0S, —-1S,+1A=9anda, b, S, S,and Aall 0.
Table:1. a=0,b=0,5,=8,5,=0,A=9and Z= —-Rs 9
Problem [ Profit| C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units a b S S, A ratio.
S, 0 8 2 4 1 0 8/4=2
A -1 9 1 3 0 -1 1 9/3=3
Net evaluation 1 3 0 -1 0
1 f
Table:ll. a=0,b=2,5,=0,5,=0,A=3and Z=Rs. - 3/-
Problem [ Profit| C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units a b S S, A ratio.
b 0 2 0.5 1 0.25 0 0 4
A -1 3 0.5 0 -07% -1 1 8
Net evaluation 05 0 0.75 -1 0
1 ¥
Table: lll. a=4,b=0,S5,=0,S,=0,A=1and z= Rs. -1/-
Problem [ Profit| C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units a b S S, A ratio.
a 0 4 1 2 0.5 0 0
A -1 1 0 -1 -1 -1 1
Net evaluation 0 -1 -1 -1 0
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As the artificial variable still remains as the basic variable and has a positive value, the given

problem has no feasible solution.
If we examine the same by graphical means, we can see that the problem has no feasible region.

3

Problem 3.18: Simplex version:
MaximizeZ = 4x + 3y s.t. MaximizeZ = 4x + 3y + 0S; + 0S, —MA s.t.
2X+3 6 X+3y+15 +0S,+0A=6
X+1ly+0S -1S, +1A=3

X+1ly 3
Bothxandyall O XY, S, S, andA all = 0.
Phase |

Ox + Oy +0S, + 0S, — 1A s.t.
2X+3y+0S +0S,+0A=6
X+ 1ly+0S-1S,+1A;, %V, S, S,,and Aall 0

Table: 1. x=0,y=0,5,=6,5,=0,A=3and Z=3 x-1= —Rs. 3/-

Problem [ Profit[ C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units X y S S, A ratio.
S, 0 6 2 3 1 0 0 3
A -1 3 3 1 0 -1 1 1
Net evaluation 3 1 0 -1 0
1 !
Table: Il. x=1,y=0,5,= ,S5,=0,A=0.Z=Rs.0.
Problem | Profit| C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units X y S S, A ratio.
S, 0 0 0 7/3 1 2/3 -2/3
X 0 1 1 1/3 0 -1/3 1/3
Net evaluation 0 0 0 0 1
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As there is no artificial variable in the programme, we can get the optimal solution for the given

problem.
Hence Phase Il is:
Phase I
Table: lll. S; =4, x=1,y=0,5,=0,A=0and Z=Rs.1 x4 =Rs.4 /-
Problem | Profit| C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units X y S S, A ratio.
S, 0 4 0 7/3 1 2/3 -2/3 6
X 4 1 1 1/3 0 -1/3 1/3 — 3 (neglect)
Net evaluation 0 1/3 0 4/31 4/13-M
f 1
Table: IV. x=3,y=0,5,=6,S5,=0, A=0and Z=Rs. 3x4 = Rs. 12/-
Problem | Profit| C; Capacity, 0 0 0 0 -1 Replacement
variable Rs. units X y S S, A ratio.
S, 0 6 0 712 3/3 1 -1
X 4 3 1 32 Ys 0 0
Net evaluation 0 -1 -2 0 -M
1 f

Optimal solution isx = 4 andZ = Rs. 12/-. Graphically also student can work to find optimal
solution.

Problem 3.19:

Solve the following L.P.P. by two—phase method: Simplex version:
MaximizeZ=2a—1b+ lcs.t. Maximize Z=2a—1b+ 1c + 0S; + 0S, + 0S; — 1A; — 1A, s.t
la+1b-3x 8 la+1-X+1S +0S,+0S;+ 0A; + 0A, =8
dJa—1b+1c 2 da-1+1c+0S - 1S,+0S;+ 1A, + 0A, = 2
2a+3b-1c 4 22+3Pp-1c+0S,+0S,-1S;+ 0A, + 1A, = 4
Anda,b,call 0. a,brcS,S, S A andA; allare 0.

Phase |

The objective function is Maximiz2 = 0a + Ob + Oc + 0S; + 0S, + 0S; + (— 1)A; + (-1)A,
The structural constraints will remain same as shown in simplex version.
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Table:. a=0,b=0,¢c=0,S,=8,S,=0,S,=0, A, =2, Ay =4, Z=—Rs. 6/—

Problem| Profit C — 0 0 0 0 0 0 -1 -1 Replace-
variable| Rs.| Capacity unitg a b c| S|S| S A A, | ment ratio
S, 0 8 1 1 -3 1 0 0 0 0 8
A, -1 2 4 -1 1 0| -1 0 1 0 1/2
A, -1 4 2 3 -1 © o] -1 0 1 2
Net 6 2 0 o -1 -1 0 0
evaluation
1 v
Table: ll. a=1/2,b=0,¢c=0,5,=15/2,5,=0,S;=0, A, =0, A, =3, Z=-Rs.3/-
Problem| Profit C — 0 0 0 0 0 0 -1 -1 Replace-
variable| Rs.| Capacity unitd a b c| Sl S| S A A, | ment ratio
S, 0 15/2 0 34 | 414 1| 1/4 0 0
a 0 1/2 1] -1/4 14 of -24 O 0
A, -1 3 0| 7/2 | =5/2) 0| 121 -1 1
Net 0 712 -3/2 0| 12 -1 0
evaluation
t v
Table: ll. a=5/7, b=6/7,¢=0,S,=45/7,5,=0,5;=0,A, =0, A, =0,Z=Rs.0
Problem| Profit C — 0 0 0 0 0 0 -1 -1 Replace-
variable| Rs.| Capacity unitd a b c| 98 S| S A A, | ment ratio
S, 0 4517 0 0 -9/7] 1| 114 5/14
a 0 5/7 1 0 /2| O] -3/14 —-1/14
b 0 6/7 0 1 -3/71 O] 17| -2/
Net 0 0 0 0 0 0
evaluation

As there are no artificial variables, we can go for second phase.
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Phase II.
Table: . a=5/7, b=6/7,¢=0, S, =45/7,5,=0,5;=0, A, =0, A, =0, Z=Rs. 4/7.

Problem | Profit C —» 2 -1 1 0 0 0 -1 - Replacet
variable| Rs. [ Capacity units a b c sl S S; | Ay | A,| ment ratio
S; 0 4517 0 0 [9/7] 1 1/14 5/14
a 2 5/7 1 0 17 0| -3/14 -1/14
b -1 6/7 0 1 -3/7 0| 1/7 317
Net 0 0 2/7 0 47 | -1/
evaluation
' t
Table: I1.
Problem| Profit C — 2 -1 1 0 0 0 -1 -1 Replacet
variable| Rs.| Capacity units a b c| 8|S | S A A, | ment ratio
S; 0 6 0| —-72 -5174 1 0 1/2
a 2 2 1 312 -1 0 o —7/2
S, 0 6 0 7 -3 1 1 -2
Net 0 -4 2 0 0 7
evaluation

Highest positive element und& in net evaluation row shows that the problem has unbound
solution.

Problem 3.20:This can be written as:
Minimize Z = 15/2a — 3 + Oc s.t. MaximizeZ = —15/2a + 3b — (c s.t

3a—1b-1c 3 A-1b-1c% 3
la—1b+lc 2 la—1b+1c 2anda b,call 0
a,b,cal 0

Simplex version is:

MaximizeZ = 15/2a— 3 — 0c + 0S; + 0S, — 1A, — 1A, s.t.
3a-1b-1c-1S5 +0S,+ 1A, + 0A, =3

la-1b+1c+0S —-1S,+ 0A  + 1A, =2 anda, b, ¢, S, S, A;andAall 0
In Phase | we give profit coefficients of variables as zero.

Maximize:Z = 0a + Ob + Oc +0S; + 0S, —1A; — 1A, s.t.

The constraints remain same.
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Phase |

Table:l. a=0,b=0,¢=0,5,=0,5,=0,A;, =3, A,=2and Z= - Rs.5/-

Problem| Profit & 0 0 0 0 0 -1 -1 Replace—
variable Rs. | Capacity a b c $ S, A A, ment ratio
A -1 3 3 1 1 1 0 1 0 3/3=1
A, -1 2 1 -1 1 0 -1 0 1 2/1=2

Net 4 0 2 1 1 0 0
evaluation
Table:ll. a=1,b=0,¢=0,5,=0,5,=0,A,=0,A,=1,and Z= - Rs.1/-
Problem| Profit & 0 0 0 0 0 -1 -1 Replace—
variable Rs. | Capacity a b c $ S, A A, ment ratio
a 0 1 1 -1/3| -1/3] -1/8 0 1/3 0 —
A, -1 1 0 — 2/3| 413 1/3 -11] -4/3 1 3/4
N.E. 0 -2/3 4/3 1/3 -1 —4/3 0
Table: lll. a=5/4,b=0,¢c=%,5,=0,5,=0, A, =0, A, =0 and Z= Rs.0/-
Problem| Profit & 0 0 0 0 0 -1 -1 Replace—
variable Rs. | Capacity a b c $ S, A A, ment ratio
a 0 5/4 1 -1/2 0 -1/4 -14 1/4 1/4
c 0 3/4 0 -1/2 1 /4 -3/4 -1/ 3/4
Net 0 0 0 0 0 -1 -1
evaluation
Phase I
Table:l. a=5/4,b=0,c=%, 5=0,5,=0,A;,=0,S5,=0, Z=Rs. 75/8.
Problem| Profit & - 15/2 3 0 0 0 -1 — 1| Replace-
variable Rs. | Capacity a b c $ S, A A, ment ratio
a —15/2 5/4 1 -1/2 0 -1/4 -14
c 0 3/4 0 -1/2 1 4| -3/4
Net 0 - 3/4 0 —15/B —15(8
evaluation
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As all the net evaluation row elements are negative or zeros, the solution is optimal.
a = 5/4,c = 3/5, and minimumZ = Rs. 75/8.

The Disadvantages of Big M method over Two—phase method:

1. Big M method can be used to find the existence of feasible solution. But it is difficult
and many a time one gets confused during computation because of manipulation of
constant M. In two—phase method big M is eliminated and calculations will become
easy.

2. The existence of big M avoids the use of digital computer for calculations.

3.11. DEGENERACY IN LINEAR PROGRAMMING PROBLEMS

The degeneracy in linear programming problems and the methods of solving degeneracy, if it exists,
are discussed earlier in the chapter. To recollect the same a brief discussion is given below:

While improving the basic feasible solution to achieve optimal solution, we have to find the key
column and key row. While doing so, we may come across two situations. Qieeidd the other is
Degeneracy

The tie occurs when two or more net evaluation row elements of variables are equal. In maximization
problem, we select the highest positive element to indicate incoming variable and in minimization we
select lowest element to indicate incoming variable (or highest numerical value with negative sign).
When two or more net evaluation row elements are same, to break the tie, we select any one of them
to indicate incoming variable and in the next iteration the problem of tie will be solved.

To select the out going variable, we have to select the lowest ratio or limiting ratio in the replacement
ratio column. Here also, some times during the phases of solution, the ratios may be equal. This
situation in linear programming problem is known as degeneracy. To solve degeneracy, the following
methods are used:

1. Select any one row as you please. If you are lucky, you may get optimal solution, otherwise
the problem cycles.

OR

2. Identify the rows, which are having same ratios. Say for exaSpbndS; rows having
equal ratio. In such case select the row, which contains the variable with smaller subscript.
That is select row containing, as the key row. Suppose the rows of variabésdz are
having same ratio, then select the row-containiag the key row.

3. (a) Divide the elements of unit matrix by corresponding elements of key column. Verify the
ratios column-wise in unit matrix starting from left to right. Once the ratios are unequal, the
degeneracy is solved. Select the minimum ratio and the row containing that element is the
key row. (This should be done to the rows that are in tie).

(b) If the degeneracy is not solved by, (then divide the elements of the main matrix by the
corresponding element in the key column, and verify the ratios. Once the ratios are unequal,
select the lowest ratios. (This should be done only to rows that are in tie).

Problem 3.21:A company manufactures two prodécandB. These are machined on machines
X andyY. Atakes one hour on machiXeand one hour on Machiné Similarly producB takes 4 hours
on MachineX and 2 hours on Machiné MachineX andY have 8 hours and 4 hours as idle capacity.
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The planning manager wants to avail the idle time to manufa&tarelB. The profit contribution of
Ais Rs. 3/- per unit and that Bfis Rs.9/— per unit. Find the optimal product mix.

Solution: Simplex format is:

MaximizeZ = 3a + P s.t. MaximizeZ = 3a+ % + 0S; + 0S; s.t.
la+4 8 la+4b+1S +0S,=8

la+20 4 bothaandbare 0 la+2b+0S +1S,=4 and

a,b S,Sal 0.
Table:1. A=0,b=0,5,=8,5,=4and Z= Rs.0/-

Problem Profit Ci— 3 9 0 0 Replacemen
variable Rs. Capacity a b S S, ratio
S, 0 8 1 4 1 0 8/4=2
S, 0 4 1 2 0 1 4/2=2
Net evaluation 3 9 0 0
4 v

Now to select the out going variable, we have to take limiting ratio in the replacement ratio
column. But both the ratios are sanee ¥ 2. Hence there exists a tie as an indication of degeneracy
in the problem. To solve degeneracy follow the steps mentioned below:

(i) Divide the elements of identity column by column from left to right by the corresponding key
column element.

Once the ratios are unequal select the lowest ratio and the row containing that ratio is the key
row.

In this problem, for the first column of the identiiye( the S, column) the ratios are: 1/4, and
0/2. The lowest ratio comes in row 8f HencesS, is the outgoing variable. In case ratios are equal go
to the second column and try.

Table:ll. a=0,b=2,5,=0,5,=0, Z=Rs. 18/-

Problem Profit Ci— 9 0 0 Replacemen
variable Rs. Capacity b S S, ratio
S, 0 0 -2 -1 0
b 9 2 1/2 1/2 1
Net evaluation -9/2 - 3/2 0

Optimal solution i = 2 and Profitis % 9 = Rs. 18/—
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Problem 3.22: Simplex version is:

MaximizeZ = 2x + 1y s.t MaximizeZ = 2x + 1y + 0S; + 0S, + 0S; s.t.
4x+3y 12 4x+ 3y + 1S + 0S5, +05; =12
4x+1ly 8 4+ 1ly+0S +1S,+0S;=8
4x—-1y 8 IX—-1ly+05 +05,+15,=8
Bothxandyare 0 XY 5,S,Sal 0

Table: . x=0,y=0,5,=12,S,=8, S; =8 and Z=Rs. 0/—

Problem | Profit Ci— 2 1 0 0 0 Replacement
variable Rs.| Capacity units X y S S, S; ratio
S, 0 12 4 3 1 0 0 12/4=3
S, 0 8 4 1 0 1 0 8/4=2
S; 0 8 4 -1 0 0 1 8/4=2
Net evaluation 2 1 0 0 0
1 ¥

As the lowest ratio (= 2) is not unique, degeneracy occurs. Hence divide the elements of the
identity column by column from left to right and verify the ratios.

In this problem, the elements of the first column of identity uigl€for 2nd and 3rd row) are
0,0. If we divide them by respective key column element, the ratios are 0/4 and 0/4 which are equal,
hence we cannot break the tie.

Now try with the second columire., column undes,. The elements of 2nd and 3rd row are 1
and 0. If we divide them by respective elements of key column, we get 1/4 and 0/4. The ratios are
unequal and the lowest being zero for the third row. HegéetBe outgoing variable.

Table:ll. x=2,y=0,5,=4,5,=0,5;=0, and Z = Rs. 4/-

Problem | Profit Ci— 2 1 0 0 0 Replacement
variable Rs. | Capacity units X y S S, S; ratio
S, 0 4 0 4 1 0 -1 1/4
S, 0 0 0 2 0 1 -1 0/2
X 2 2 1 -1/4 0 0 1/4 —
Net evaluation 0 3/2 0 0 -1/2
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Table: lll. x =2,y=0,5,=4,5,=0, S;=0, Z=Rs. 4/—

Problem | Profit Ci— 2 1 0 0 0 Replacement
variable Rs.| Capacity units X y S S, S; ratio
S, 0 4 0 0 1 -2 1 4/1
y 1 0 0 1 0 1/2 -1/2 —
X 2 2 1 0 0 1/8 1/8 2x8/1=16
Net evaluation 0 0 0 — 3/4 1/4
1 f
Table: IV. x=3/2,y=2,5=0,5,=0,5=4and Z=Rs.3+2 =Rs. 5/-
Problem | Profit Ci— 2 1 0 0 0 Replacement
variable Rs.| Capacity units X y S S, SH ratio
SH 0 4 0 0 1 -2 1
y 1 2 0 1 12 | -1/2 0
X 2 32 1 0 -1/8] 3/8 0
Net evaluation 0 0 -1/4 -1/4 0

As the elements of net evaluation row are either zeros or negative elements, the solution is optimal.
x=3/2andy =2, andZ = Rs. 2x 3/2 + 2x 1 = Rs. 5/-
Shadow price = ¥ 12 + ¥ax 8 = Rs. 5/-.

3.12.1. Special Cases

Some times we come across difficulties while solving a linear programming problem, such as
alternate solutions and unbound solutions. Let us solve some problems of special nature.

Problem. 3.23:

Solve the given l.p.p. by big — M method. Simplex version is:

MaximizeZ = 6a + 4b s.t. MaximizeZ = 6a + 4b + 0S; + OS, + 0S; - MA
2a+3 30 2a+ 3+ 1S, + 0S, + 0S; + 0A =30
a+2b 24 3a+2b+0S, +1S,+0S;+ 0A=24
la+1b 3andx,yboth O. la+1+0S +0S,-1S;+1A=3

ab S,S, S, Aal 0.
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Table:l. a =0,b=0,5,=30,S,=24,S;=0, A= 3 and Z=Rs. 3M

Problem | Profit Ci— 6 4 0 0 0 — M| Replacemen
variable Rs. [Capacity unifs a b S S, S; A ratio.
S, 0 30 2 3 1 0 0 0 30/2=15
S, 0 24 3 2 0 1 0 0 24/3=8
A -M 3 1 1 0 0 -1 1 3/1=3
Net 6+M | 4+M 0 0 -M 0
evaluation
i v
Table ll. a=3,b=0,5,=24,5,=15, S5;=0, A=0, Z= Rs. 18/- (out going column eliminated)
Problem | Profit Ci— 6 4 0 0 0 — M| Replacemen
variable Rs. [Capacity units a b S S, SH A ratio
S, 0 24 0 1 1 0 2 24/2 =12
S, 0 15 0 -1 0 1 3 15/3=5
A 6 3 1 1 0 0 -1 —
Net 0 -2 0 0 6
evaluation
Y 4
Table: lll. a=8,b=0,5,=14,5,=5,5;=0,A=0, Z=Rs. 48
Problem | Profit & - 6 4 0 0 0 — M| Replacemen
variable Rs. [Capacity units a b S S, SH A ratio
S; 0 14 0 5/3 1 - 2/3 0 42/5
S, 0 5 0 -1/3 0 1/3 0 —
a 6 8 1 2/3 0 1/3 0 24/2 =12
Net 0 0 0 -3 0
evaluation

f Y

In the above table, as all the net evaluation elements are either zeros or negative elements the
optimal solution is obtained. Hence the answemis: 8 and the profiZ = Rs. 48/—. But the net
evaluation element in the column und®rs zero. This indicates that the problem has alternate solution.

If we modify the solution we can get the values of basis variables, but thezvafitbe the same.
This type of situation is very helpful to the production manager and marketing manager to arrange the
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production schedules and satisfy the market demands of different segments of the market. As the
profits of all alternate solutions are equal, the manager can select the solution, which is more needed by
him. Now let us workout the alternate solution.

Table: IV. a=12/5,b=42/5,5,=0,S5,=0, S3=39/5 A=0, Z=Rs. 48/-

Problem | Profit & 6 4 0 0 0 — M| Replacemen
variable Rs. [Capacity units a b S S, SH A ratio
b 4 42/5 0 1 3/5 — 2/ 0
SH 0 39/5 0 0 1/5 1/5 1
a 6 12/5 1 0 -2/5 3/5 0
Net 0 0 0 -2 0
evaluation

All the elements of net evaluation rows are either zeros or negative elements so the solution is
Optimal. The answer isa = 12/5,b = 42/5 andZ = 12/5 x 6 + 42/5 x 4 = Rs. 48/- . Shadow price =
element in column und&, multiplied by element on the R.H.S of second inequabty24x 2 = Rs.

48/—. Once we get one alternate solution then any number of solutions can be written by using the
following rule.

(a) One alternate value of the basis variable is: First valder second value x (4. In the
given example, the first value & ‘is 8 and second value od’‘is 12/5. Hence next value isdB+ (1
—d) x 12/5. Like this we can get any number of values. Héris ‘any positive fraction number: for
example 2/5, 3/5 etc. It is better to take 1/2, so that next value is 1/2 x first value + 2/2econd
value. Similarly the values of other variables can be obtained.

3.12.2. Unbound Solutions

In linear programming problem, we come across certain problem, where feasible region is
unbounded.e., the value of objective function can be increased indefinitely. Then we say that the
solution iSUNBOUND. But it is not necessary, however, that an unbounded feasible region should yield
an unbounded value of the objective function. Let us see some examples.

Problem 3.24:MaximizeZ = 10/ + 1b + 2 s.t

l4a+lb-6c+3Ad=7

16a+¥%b+6c 5

3a—1b-6 Oanda b,canddall 0.

We find that there is variabl@™ in the first constraint, with coefficient as 3. Second and third
constraints do not have variabt.' Hence we can divide the first constraint by 3 we can write as: 14/
3a+1/3b-6/3c+ 3/3d=7/3. If we write like this, we can consider the variatilas slack variable.
Hence the given l.p.p. becomes as:

MaximizeZ = 107a+ 1b + 2c s.t

14/3a+1/2-2c+ 1d=7/3

16a+¥%b-6 5

3a—1b-1c O

anda, b,c, anddall 0
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Simplex version is
MaximizeZ = 107a+ 1b+ 2c + 0d + 0S5, + CS, s.t.
14/3a+ 1/ -2 +1d+0S, + 0S, = 7/3
l6a+%¥%b-6c+0d+ 1S +0S,=5
3a-1b-1c+0d+0S +1S,=0
anda, b,c,d, S, S all 0.
TableL: 1. a=0,b=0,¢=0,d=7/3,5,=5,S,=0and Z=Rs. 0.

Problem | Cost G 107 1 2 0 0 0 Replacemenit
variable | Rs. | Capacity unit$ a b c d S| S ratio
d 0 7/3 14/3 1/3 -2 1 0 0 7/14
S, 0 5 16 1/2 6 0 1 0 5/16
S, 0 0 3 -1 -1 0 0 1 0/3
Net evaluatiovr 107 1 2 0 0 0
A v
Table:ll. a=0,b=0,¢c=0,d=7/3,5,=5,S,=0and Z=Rs.0/-
Problem | Cost G 107 1 2 0 0 0 Replacemen
variable | Rs. | Capacity units a b c d S S ratio
d 0 7/3 0 17/9 | -4/9 1 0] 24/9 —
S, 0 5 0 35/6 | —2/3 0 1| 46/3 —
a 107 0 1 -1/3| -1/3 0 0 1/3 —
Net evaluatior 0 | 110/3| 113/3 0 0 107/3
A

As the elements of incoming variable column are negative we cannot workout replacement ratios
and hence the problem cannot be solvédds is an indication of existence of unbound solution to

the given problem.

Problem 3.25: Simplex version is:
MaximizeZ = 6x — 2y s.t. MaximizeZ = 6x — 2y + 0S; + 0S; s.t.
xX-1ly 2 X-1ly+1S +0S,=2
Ix+ 0y 4 and bothx andy are 0. Xx+0y+0S +1S,=4

Andx,y, S andS,all 0.
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Table: 1. x=0,y=0,5,=2,S,=0and Z=Rs. 0

Problem Profit Cj— 6 -2 0 0 Replacemen
variable Rs. | Capacity units X y S S, ratio
S, 0 2 2 1 1 0 22=1
S, 0 4 1 0 0 1 4/1=4
Net evaluation 6 -2 0 0
Table: Il. x=1,y=0,5,=0,S5,=3, Z=Rs. 6/-
Problem Profit C— 6 -2 0 0 Replacemen
variable Rs. | Capacity units X y S S, ratio
X 6 1 1 -1/2 1/2 0 —
S, 0 3 0 1/2 -1/2 1 72
Net evaluation 0 1 3 0
Table: lll. x=4,y=6,5,=0,5,=0,2Z2=24-12 = Rs. 12/-
Problem Profit Ci— 6 -2 0 0 Replacemen
variable Rs. | Capacity units X y S S, ratio
X 6 4 1 0 0 1
y -2 6 0 1 -1 2
Net evaluation 0 0 -2 -2

X=4,Y=6andZ = Rs. 12/-

(Note: Students can verify the answer by graphical method).

(Note that in the first table the elements in column under *yare —1 and 0. This indicate
that the feasible region is unbound. But the problem has solution. This clearly states that
the problem may have unbound region but still it will have solution).

"z

Problem 3.26: Simplex version is:

MaximizeZ = 3a + 2b S.t. MaximizeZ = 3a+ 20 + 0S; + 0S, —-MA s.t
a+1l 2 3a+1b+1S +0S,+0A=2
3a+4 12 3a+4b+0S —-1S,+1A=12

Both aandb are >0 a, b S,S andAall 0.
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Table:1. a=0,b=0,5,=2,5,=0,A=12and Z=Rs.-12 M

Problem | Profit & 3 2 0 0 -M Replacement
variable Rs.| Capacity units a b S S, A ratio
S, 0 2 3 1 1 0 0 2/1=2
A -M 12 3 4 0 -1 1 12/4=3
Net evaluation| 3+ 3M 2+4M 0 -M 0
1 i
Table:ll. b=2,a=0,5,=0,5,=0,A=4,Z=Rs. 4 -4M
Problem | Profit & 3 2 0 0 -M Replacement
variable Rs. | Capacity units a b S S, A ratio
b 2 2 2 1 1 0 0
A -M 4 -5 0 -4 -1 0
Net evaluation — 1 -5M 0 -2-4M - M 0

In the above solution, though the elements of net evaluation row are either negative or
zeros, the presence of artificial variable A’ as problem variable with value 4 shows that the
problem has no feasible solution because the positive value of A violates the second constraint
of the problem.

(Students can verify the solution by graphical method).

3.12.3. Problem with Unrestricted Variables

The non—negativity constraint of a linear programming problem restricts that the values of all
variables in the problem say for examplg and zor a, b, c and d etc must be = 0. Some times we may
come across a situation that the values of the variables are unrestectethy assume any value (0
or >1 or < l)i.e., to say that thécsign is not required. In such cases to maintain non-negativity
restriction for all variables, each variable is replaced by two non-negative variables, say for example: x
y andz are replaced by’ andx", y' andy", z' andz" respectively. &' > x", then x is positive, while
X' < x" then x is negative.

Problem 3.27:MaximizeZ = 2x + 3y s.t.
-Ix+2y 4

Ix+1ly 6

Ix+3y 9 andxandy are unrestricted.

As itis given that botk andy are unrestricted in sign they are replaced by non—negative variables,
x'andx", y' andy" respectively. This is subjectedxa= X' —x" andy =y' —y". By introducing slack
variables and non—negative variables the simplex format is:

MaximizeZ =2 K'—x") + 3 § —y") +0S, + 0S, + 0S; s.t.
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—1(X=x")+2f -y)+15+05+05=4
L —x) + 1§ —y") + 08 +1S+ 05=6
L =x) +3 ¢ —y") + 05 +05+15,=9
X, X", y,y*andS, S, andS; all 0.
Table: I. xX'=x=y'=y"=0,5,=4,S5,=6,S5;9 and Z=Rs. 0/—

Problem| Profit & 2 -2 3 -3 0 0 0 Replace—
variable| Rs. | Capacity unitg X' x" y' y" S, S, SH ment ratio
S, 0 4 -1 1 2 -2 1 0 0 2
S, 0 6 1 -1 1 -1 0 1 0 6
S, 0 9 1 -1 3 -3 0 0 1 3
Net evaluatior] 2 -2 3 -3 0 0 0
f v
Table: Il. x'=0, x"=0,y'=3,y"=0,5,=0,5,=4, S;=3, Z=Rs. 6/-
Problem| Profit & 2 -2 3 -3 0 0 0 Replace—
variable| Rs.| Capacity unitg X' X" y' y" S, S, S; ment ratio
y' 3 2 -1/ 1 -1 1/2 0 0 -4
S, 0 4 32| -3/2 0 0 -1 1 0 8/3
S, 0 3 5/2 | -5/2 0 0 —3/2 0 1 6/5
Net evaluation) 7/2 —7/2 0 0 -3J2 0 0
' '

Table:lll. x'=6/5, x"=0, y'=13/3, y"=0, 5, =0, S, =11/5, S; =0, Z= Rs. 10.20
Problem| Profit & 2 -2 3 -3 0 0 0 Replace—
variable| Rs. | Capacity unitg X' X" y' y" S, S, S; ment ratio

y' 3 13/5 0 0 1 -1 1/5 0 1/5 13

S, 0 11/5 0 0 0 0 2/5 1 -3/5 11

x' 2 6/5 1 -1 0 0 -3/5 0 2/5 —
Net evaluatior] 0 0 0 0 3/5 0 -7/p
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Table:1l. A=0,b=0,c=5/4,¢"=0,5=3,5,=0,A,=0, A, =21/4, Z= Rs. -5/4 - 21/4 M

Problem Profit & -1 -1 -1] 1 of of - IJ/I — M Replacg—
variable| Rs.| Capacity units a b c|c" | §|S | A | A, |ment ratio
c' -1 5/4 1/4 —-3/4 11-1] 0 O 0] Negative
S, 0 3 1 -2 0| O 1] O 0 Negative
A, -M 21/4 1/4 5/4 0O 0|-1 1 21/5
Net evaluatiorl -3/4 + M/4| —7/4 + 5/4 I\I1 0| O o -y 0
t '

Table: Ill. a=0, b=21/5, ¢ =22/5,c"=0,S5,=57/5,S,=0, A, =0, A, =0, Z= Rs. 43/5
Problem| Profit & -1 -1 -1] 1 0 0 -M —-M Replacet
variable| Rs.| Capacity unitg a b c| c'l 8 S A A, | ment ratio

c' -1 22/5 2/5 0 1] -4 o -3%

S, 0 57/5 7/5 0 0 0 1 -8/

b -1 21/5 1/5 1 0 0 of -4/

Net evaluation —2/6 0 0 0 qQ -7k

As the elements of net evaluation row are either negative or zeros, the solution is optimal. The
answer ia=0,b=21/5,c=22/5 -0 = 22/5, and = 21/5 + 22/5 = Rs. 43/5.

(In this example, the columns of artificial variable is eliminated whenever it goes out of the
programme)

Example 3.29:Solve the given l.p.p

MaximizeZ = Ca + 8 s.t.

a-b 0

2a + 3 $ — 6 and botla andb are unrestricted.

As a andb are unrestricted, they may be + ve or —ve or zero. As non—negativity constraint is a
condition for simplex method, this can be solved by wrignga’' —a" andb = b' - b" so thata', a",
b'andb" all 0.

Now the revised problem is: Simplex version is:

MaximizeZ = 0a' + 0a" + 8' — 8" s.t. MaximizeZ=0a'+ (8" + &' — &" + 0S; + 0S, — MA;
—MA,; s.t.

(la'-1a-10'-b") O a-a'-b+b"-1S5 +0S,+1A,+0A, =0

-2@-a)-3p-b")>6 —2+22"-P'+PH"+05-1S,+0A; +1A, =6

Anda’,a", b,b"all 0 a,a", b,b" S, S, A andAall 0.



Linear Programming Models : Solution by Simplex Method 103

Table: I. a'=0,a"=0, b'=0,b"=0,5,=0,S,=0, A, =0 and A, = 6 and Z = Rs.—6M

Problem| Profif & 0 0 8 -8]1 0 0 - M| —M| Replace-
variable Rs.| Capacity unitg a' a" b' b"l ¢ S A A, | ment ratio
Ap -M 0 1] -1 -1 1 1 0 0 1 0
A, -M 6 -2 2 -3 3 0| -1 0 1 6/3=2

Net evaluation -M M|[8-4AM|4M-4-M | -M 0 1

t '

Table: Il. a’=0,a2"=0,b'=0, b"=0,5,=0,S,=0, A, =0, A, = 6 and Z = Rs. -6M

Problem| Profit G 0 0 8] -8 0 0| -M -M Replace~

variable| Rs.| Capacity units a' a" b'| b" $ S, | A; | A, | ment ratio
b" -8 0 1 -1 -1 1 -1 0 0 Negative
A, -M 6 -5 5 0 0 3 -1 1 6/5

Net evaluation 8 -M|-8+8M| O 0 |-8+M | M 0

Table: lll. a” = 6/5, b"=6/5,a'=0,b'=0,5,=0,S,=0, A, =0, A, =0, Z= Rs. -8/5

Problem| Profit & 0 0 8| -8/ O 0 -M| - M Replace
variable| Rs.|[Capacity units| a' a" b'l b"l $| S A A, | ment ratio
b" -8 6/5 0 0 -1 1| -2/p 155
a" 0 6/5 -1 1 0 0| 35 -1/5

Net Evaluation 0 0 0 0 |-16/% -8/5

Answer: a" = 6/5,b" = 6/5 andZ = Rs.— 48/5. The shadow price = 8/5 x 6 = Rs. 48/5. = Rs.
9.60

Problem 3.30:Solve the given l.p.p.

MaximizeZ = 4x + 5y — & s.t.
Ix+1ly+1z=10 ...(1)
Ix—-1ly 1 ...(2)
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X+3y+1z 40 ..(3)
Andx,y,zall 0.

Solution: (Note: In case there is equality in the constraints, then one variable can be
eliminated from all inequalities with  or  sign by subtracting the equality from the inequality.
Then the variable, which is eliminated from equality, is treated as slack variable for further
calculations).

Now, subtracting (1) from (3) to eliminate z from (3) and retaining z to work as slack variable for
the equality (1), the given problem becomes:

Given Problem: Simplex version:

MaximizeZ = 4x + by — ¥ s.t. Maximize:Z = 4x + by — & + 0S5, —MA + 0S, s.t.
Ix+1ly+1z=10 Ix+1ly+1z+ @ +0A+0S,=10
Ix—-ly+0z 1 Ix-1ly+0z-1S +1A+05,=1

Ix+2y+0z 30 X+2y+0z+0 +0A+1S,=30

X, Yy, andzall O. XY.zS,SAal 0.

Table: 1. X=0,y=0,2z=10,5,=0,5,30,A=1and Z=Rs.-30 - M

Problem | Profit & 4 5 -3 0 -M 0 Replacemenit
variable | Rs. | Capacity unit$ X y z S A S ratio
z -3 10 1 1 1 0 0 0 10/1=10
A -M 1 1 -1 0 -1 1 0 1/1=1
S, 0 30 1 2 0 0 0 1 30/1=30
Net evaluatiorp 7+M 8-M 0 -M 0 0
A v
Table: ll. x=1,y=0,2z=9,5,=0,5,=29, A=0, Z=Rs. - 23/-.
Problem | Cost G 4 5 -3 0 -M 0 Replacemenit
variable | Rs. | Capacity unit$ X y z S A S, ratio
z -3 9 0 2 1 1 0 9/2=45
X 4 1 1 -1 0 -1 0 Negative
S, 0 29 0 3 0 1 1 29/3=9.33
Net evaluation 0 9 0 4 0
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Table: lll. x=11/2, y=9/2,z=0,5,=0,S,=381/2, A=0, Z=Rs. 45/2 + 44/2 = 89/2 =

Rs. 44.50.
Problem | Cost G 4 5 -3 0 -M 0 Replacemenit
variable | Rs. | Capacity unit X y z S A S ratio
y 5 9/2 0 1 1/2 1/2 0
X 4 11/2 1 0 1/2 -1/ 0
S, 0 31/2 0 0 -3/2| -1/2 1
Net evaluatiof 0 0 45/21 -1/2 0

As all the net evaluation row elements are either negative or zeros, the solution is optimal.
x =11/2,y = 9/2 andZ = Rs. 44.50.

Problem 3.31:MaximizeZ = 4x + 5y — 3 + 50 s.t
Ix+ 1y + 1z = 10,

Ix-1ly 1
2X+3y+1z 40
x,y,zall 0.

Note: If any constant is included in the objective function, it should be deleted in the
beginning and finally adjusted in optimum value ofZ and if there is equality in the constraints,
then one variable can be eliminated from the inequalities with or  sign. In this example
constant 50 presents in the objective function. Also one equality is present in the constraints.
As done earlier, variable 7 is eliminated from third constraint and is considered as slack
variable in first equality.

The problem 3.30 and 3.31 are one and the same except a constant present in the objective
function of problem 3.31.

The solution for the problem 3.30xs= 11/2,y = 9/2 andZ = 89/2.
While solving the problem 3.31, neglect 50 from the objective function, and after getting the final

solution, add 50 to that solution to get the answer. That is the solution for the problemZ3=3Rss
89/2 + 50 = Rs. 189/2.

3.13. DUALITY IN LINEAR PROGRAMMING PROBLEMS

Most important finding in the development of Linear Programming Problems is the existence of duality
in linear programming problems. Linear programming problems exist in pairs. That is in linear
programming problem, every maximization problem is associated with a minimization problem.
Conversely, associated with every minimization problem is a maximization problem. Once we have a
problem with its objective function as maximization, we can write by using duality relationship of linear
programming problems, its minimization version. The original linear programming problem is known
asprimal problem and the derived problem is known as dual problem.

The concept of thelual problem is important for several reasons. Most important Bréné
variables of dual problem can convey important information to managers in terms of formulating their
future plans andiij in some cases the dual problem can be instrumental in arriving at the optimal
solution to the original problem in many fewer iterations, which reduces the labour of computation.
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Whenever, we solve the primal problem, may be maximization or minimization, we get the solution
for the dual automatically. That is, the solution of the dual can be read from the final table of the primal
and vice versa. Let us try to understand the concept of dual problem by means of an example. Let us
consider the diet problem, which we have discussed while discussing the minimization case of the
linear programming problem.

Example: The doctor advises a patient visited him that the patient is weak in his health due to shortage
of two vitaminsj.e., vitaminX and vitaminY. He advises him to take at least 40 units of vitaxhamd
50 units of VitaminY everyday. He also advises that these vitamins are available in twoAamds.
Each unit of tonicA consists of 2 units of vitamiK and 3 units of vitamiry. Each unit of toniB
consists of 4 units of vitamdiand 2 units of vitamiiY. TonicA andB are available in the medical shop
at a cost of Rs. 3 per unit Afand Rs. 2,50 per unit & The patient has to fulfill the need of vitamin
by consumingA andB at a minimum cost.
The problem opatient is the primal problem. His problem is to minimize the cost. The tonics
are available in the medical shop. The medical shop man wants to maximize the sales of vitamins A and
B; hence he wants to maximize his returns by fixing the competitive prices to vitamins. The problem of
medical shop person is tragual problem. Note that the primal problem is minimization problem
and the dual problem is the maximization problem.
If we solve and get the solution of the primal problem, we can read the answer of dual problem
from the primal solution.
Primal problem:
Minimize Z = 3a + 2.%. s.t.
2a+4b 40
3a+2b 50 4x+2y 250
botha andb are 0. bothx andy are 0.

Solution to Primal: (Minimization problemi.e., patient’'s problem)

Dual Problem:
MaximizeZ = 4k + 50y s.t.
2x+3y 3

Problem | Cost G 3 2.50 0 0 M M
variable Rs.| Requirement a b p q A A,
b 2.50 5/2 | 0 1 -3/8 1/4 3/8 -1/4
a 3 15 1 0 1/4 -1/2 -1/4 1/2
Net evaluations 0 0 3/16 7/8 M — 3/16 M —7/8
A )
1
Answer: a = 15 units,b = 2.5 units and total minimum cost is Rs. 51.25
Solution to Dual: (Maximization problem.e medical shop man’s problem)
Problem Profit & 40 50 0 0
variable Rs. Capacity units X y S S,
y 50 718 0 1 1/2 -1/4
X 40 3/16 1 0 -1/4 3/8
Net evaluation 0 0 -15_ —5/8
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Answer: x = 3/16,y = 7/8, and maximum profit is Rs. 51.25

The patient has to minimize the cost by purchasing vitafrandY and the shopkeeper has to
increase his returns by fixing competitive prices for vitaikiand Y. Minimum cost for patient is
Rs. 51.25 and the maximum returns for the shopkeeper is Rs. 51.25. The competitive price for tonics
is Rs.3 and Rs.2.50. Here we can understand the concepaddw price or economic worth of
resourcesclearly. If we multiply the original elements on the right hand side of the constraints with the
net evaluation elements under slack or surplus variables we get the values equal to the minimum cost of
minimization problem or maximum profit of the maximization problem. The concept of shadow price
is similar to the economist’s concept of thierth of a marginal resource. In other words, we can see
for a manufacturing unit it imachine hour rate It is also known aBnputed value of the resources.
One cannot earn more than the economic worth of the resources he has on fikén&at.that the
value of the objective function in the optimal program equals to the imputed value of the
available resources has been called thEUNDAMENTAL THEOREM OF LINEAR
PROGRAMMING.

By changing the rows of the primal problem (dual problem) into columns we get the dual
problem (primal problem) and vice versa.

To understand the rationale of dual problem and primal problem, let us consider another example.

Problem 3.32: A company manufactures two produésandY on three machines Turning,
Milling and finishing machines. Each unit ¥ftakes, 10 hours of turning machine capacity, 5 hours of
milling machine capacity and 1 hour of finishing machine capacity. One uiitaies 6 hours of
turning machine capacity, 10 hours of milling machine capacity and 2 hours of finishing machine
capacity. The company has 2500 hours of turning machine capacity, 2000 hours of milling machine
capacity and 500 hours of finishing machine capacity in the coming planning period. The profit
contribution of producK andY are Rs. 23 per unit and Rs. 32 per unit respectively. Formulate the
linear programming problems and write the dual.

Solution:
Pro duct
Department X Y Available Capacity|
Turning 10 6 2500
Milling 5 10 2000
Finishing 1 2 500
Profit per unit in Rs. 23 32

Let us take the maximization problem stated to be primal problem. Associated with this maximization
problem is the minimization problem that is the dual of the given primal problem. Let us try to formulate
the dual by logical argument.

The primal problem is theeller’s maximization problem as the seller wants to maximize his
profit. Now the technology,e., the machinery required are with the seller and they are his available
resources. Hence he has to prepare the plans to produce the products to derive certain profit and he
wants to know what will be his profit he can get by using the available resources. Hence the buyer’s
problem is:

Maximize 23x + 32 s.t
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10x+ 6y 2500
bx+ 10y 2000
Ix+ 2y 500 and botx andy 0 (This we shall consider @simal problem).

Associated with seller's maximization problem tsuger’s minimization problem. Let us assume
seller will pretend to be the buyer. The rationale is the buyer, it is assumed, will consider the purchase
of the resources in full knowledge of the technical specifications as given in the problem. If the buyer
wishes to get an idea of his total outlay, he will have to determine how much must he pay to buy all the
resources. Assume that he designates variablesHtyyc, to represent per unit price or value that he
will assign to turning, milling and finishing capacities, respectively, while making his purchase plans.
The total outlay, which the buyer wishes to minimize, will be determined by the functioa 2500
200 + 50@, which will be the objective function of the buyer. The linear function of the objective
function mentioned, must be minimized in view of the knowledge that the current technology yields a
profit of Rs. 23 by spending 10 machine hours of turning department, 5 machine hours of milling
department and 1 man-hour of finishing department. Similarly we can interpret other constraints also.
Now the buyer’s minimization problem will be:

Minimize. Z = 250@ + 2000 + 50Q s.t.

10a+ 5 +1c 23
6a+ 1+ 2c 32andall b, c, are 0 (This minimization version is thdual of seller’s
primal problem given above), where, b, andc are dual variables andy, z are primal variables.

The values assigned to the dual variables in the optimal tableau of the dual problem, represent
artificial accounting prices, or implicit prices or shadow prices, or marginal worth or machine
hour rate of various resources Because of this, we can read the values of dual variables from the net
evaluation row of final tableau of primal problem. The values will be under slack variable column in net
evaluation row.

The units of the constraint to which the dual variable corresponds determine the dimension of any
dual variable.

In this problem the dimension of variab& as well asb'’ is rupees per machine hour and that of
variable ¢' is rupees per man-hour.

Another important observation is by definition, the entire profit in the maximization must be
traced to the given resources, the buyer’s total outlay, at the equilibrium point, must equal to the total
profit. That is, optimal of the objective function of the primal equals to the optimal value of the objective
function of the dual. This observation will enable the problem solver to check whether his answer is
correct or not. The total profit (cost) of maximization problem (minimization problem) must be equal
to the shadow price (or economic worth) of resources.

The givenprimal problem will havesymmetrical dual. The symmetrical dual means all given
structural constraints are inequalities. All variables are restricted to nonnegative values.

Now let us write primal and dual side by side to have a clear idea about both.

Primal problem: Dual Problem:

Maximize Z = 2% + 32y s.t. Minimize Z = 250@ + 200 + 500 s.t.
10x + 6y 2500 10a+ 50+ 1c 23

5x + 10y 2000 6a+1b+2c 32

Ix+2y 500

Both x andyare 0. All a, b, c,are 0.
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Now let us discuss some of the important points that are to be remembered while dealing with
primal and dual problem. Hence the characteristics are:

Note:

1. If in the primal, the objective function is to be maximized, then in the dual it is to be
minimized.

Conversely, if in the primal the objective function is to be minimized, then in the
dual it is to be maximized.

2. The objective function coefficients of the prima appear as right-hand side numbers in
the dual and vice versa.

3. The right hand side elements of the primal appear as objective function coefficients
in the dual and vice versa.

4. The input - output coefficient matrix of the dual is the transpose of the input — output
coefficient matrix of the primal and vice versa.

5. If the inequalities in the primal are of the “less than or equal to” type then in the
dual they are of the “greater than or equal to” type. Conversely, if the inequalities
in the primal are of the “greater than or equal to” type; then in the dual they are of
the “less than or equal to” type.

6. The necessary and sufficient condition for any linear programming problem and its
dual to have optimum solution is that both have feasible solution. Moreover if one of
them has a finite optimum solution, the other also has a finite optimum solution.
The solution of the other (dual or primal) can be read from the net evaluation row
(elements under slack/surplus variable column in net evaluation row). Then the values
of dual variables are calledshadow prices

7. If the primal (either) problem has an unbound solution, then the dual has no solution.

8. |If the i th dual constraints are multiplied by —1, theni th primal variable computed
from net evaluation row of the dual problem must be multiplied by —1.

9. If the dual has no feasible solution, then the primal also admits no feasible solution.

10. If k th constraint of the primal is equality, then thek th dual variable is unrestricted
in sign.

11. If p th variable of the primal is unrestricted in sign, then thep th constraint of the
dual is a strict equality.

Summary:
Primal Dual
(@) Maximize. Minimize
(b) Objective Function. Right hand side.
() Right hand side. Objective function.
(d) i th row of input-output coefficients. i th column of input output coefficients
(e) jth column of input-output coefficients. | the row of input-output coefficients.
(f) i th relation of inequality ( $7). i th variable non-negative.
(g) i th relation is an equality (=). i the variable is unrestricted in sign.
(h) j th variable non-negative. j relation an inequality ( %6).
(i) j th variable unrestricted in sign. j th relation an equality.
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Note:

Primal of a Prima is Primal

Dual of a Dual is Primal.

Primal of a Dual is Primal.

Dual of a Primal is Dual.

5. Dual of a Dual of a Dual is Primal.

N PR

3.13.1. Procedure for converting a primal into a dual and vice versa

Case 1:When the given problem is maximization one:

The objective function of primal is of maximization type and the structural constraints &ire of
type. Now if the basis variables atg/ andz, give different name for variables of dual. Let thenape
b, and c etc. Now write the structural constraints of dual reading column wise. The coefficients of
variables in objective function will now become the left hand side constants of structural constraints.
And the left hand side constants of primal will now become the coefficients of variables of objective
function of dual. Consider the example given below:

Primal Dual

Maximize: Z= 2x + 3y s.t. Minimize: Z=10a + 12b s.t.
Ix+3y 10 la+2b 2

2x+4y 12 and 3a+4 3and
Bothxandyare O bothaandbare 0

Case 2:When the problem is of Minimization type:
The procedure is very much similar to that explained in case 1. Consider the example below:

Primal Dual

Minimize Z = 1x + 12y s.t MaximizeZ = 2a + P s.t.
Ix+2y 2 la+3 10

3x+4y 3and 2a+4 12 and
Bothxandyare O Both aandb are 0.

Case 3:When the problem has got both and constraints, then depending upon the objective
function convert all the constraints to eitheror  type. That is, if the objective function is of
minimization type, then see that all constraints are ofype and if the objective function is of
maximization type, then see that all the constraints aretype. To convert to or to% simply
multiply the constraint by —1. Once you convert the constraints, then write the dual as explained in
case 1 and 2. Consider the example:

Primal: The primal can be written as:
MaximizeZ = 2a + 3b s.t. MaximizeZ = 2a + 3 s.t.

la+4b 10 la+4b 10

2a+3 12 and -2a—-3 -12 and botla andb are 0.

Bothaandbare 0
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Now dual is:

Minimize Z=1x — 12 s.t.

Ix-2 2

4x -3y 3 and bothkxandy are 0.

Similarly when the objective function of primal is of minimization type, then same procedure is
adopted. See that all the constraints arédf/pe.

Primal: Primal can be written as:
MinimiseZ = 4a + Bb s.t. Minimise Z= 4a + 5b s.t.
3a+20 10 -3-2 -10
2a+4b 12 and 2a+4b 12 and botta andb are 0.
Both aandb are 0.
The dual is:
MaximizeZ = — 1 + 12y s.t.
-X+2 4
-2+4y 5and

Bothx andy are 0.

Case 4:When one of the constraint is an equation, then we have to write two versions of the equation,
that is remove equality sign and writeand  sign for each one of them respectively and then write
the dual as usual. Consider the example given below:

Primal: Primal can be written as:

MaximizeZ = 2x + 3y s.t. MaximiseZ = 2x + 3y s.t.

Ix+2y 10 Ix+2y 10

2x+ 2y =20 and 2x+2y 20

Bothx andy are 0. 2x+ 2y 20 and bottkxandyare 0
This can be written as: The dual is:

MaximiseZ = 2x + 3y s.t. MinimiseZ = —1@& - 2 + 2 s.t.
-1x-2% -10 -la-2+2 2
-2x—2y —-20 -2a—-2+2c 3andab,call 0.
2x+ 2y 20 and botlkx andy are 0.

Problem 3.32:
Write dual of the given I.p.p. Dual of the given problem is:
Minimize Z = 3x + ly s.t. MaximizeZ = 2a + 1b s.t.

xX+3 2 22+1 3

Ix+1ly 1and 3a+1b 1land

Bothx andy are 0. Bothaandbare 0

Simplex versior(Primal) Simplex version(Dual)

Minimize Z = 3x + Iy + Op + Og + MA; + MA, s.t.  MaximizeZ = 2a + 1b + 0S; + CS, s.t.
2X+3y—1lp+0g+ 1A, +0A, =2 2a+1b+1S +0S,=3
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Ix+1ly+Op—1g+ 0A, + 1A, =1 and 3a+1+0S +1S,=1 and
XY, p 0 A andAall 0 a,bS,Sal 0

Problem 3.33: Write the dual of the primal problem given and solve the both and interpret the
results.

Primal Problem: Simplex version:

MaximizeZ = 5a + 2 s.t. MaximizeZ = 5a + 2 + 0S; + 0S, + 0S; s.t.
Sa+20 20 5a+ 2+ 1S, + 0S, + 0S; = 20
la+2b 8 la+2b+0S +1S,+05;=8
la+6b 12and la+6b+0S +0S,+1S; =12
Bothaandb 0O anda, b. S, S,, andS;all 0

First let us solve the Primal problem by using simplex method and then write the dual and solve
the same.

Table:1. a=0,b=0, 5,=20,S5,=8, S;=12and Z=Rs. 0

Problem | Profit & 5 20 0 0 0 Replacement
variable Rs.| Capacity units a b S S, SH ratio
S, 0 20 5 2 1 0 0 10
S, 0 8 1 2 0 1 0 4
SH 0 12 1 6 0 0 1 2
Net evaluation 5 20 0 0 0
1 Y
Table: lIl. a=0,b=2,5,16, S,=4, S; =0, and Z = Rs. 40/-
Problem | Profit & 5 20 0 0 0 Replacement
variable Rs.| Capacity units a b S S, S; ratio
S; 0 16 14/4 0 1 0 -1/3| 24/7=213/7
S, 0 4 2/3 0 0 1 -1/3 12/2=6
B 20 2 1/6 1 0 0 -1/6 12
Net evaluation 5/3 0 0 0 10/3
1 ¥
Table: Ill. a = 24/7, b=10/7, S, =0, S, = 12/7, S; = 0, and Z = Rs. 45.75.
Problem | Profit & 5 20 0 0 0 Replacement
variable Rs.| Capacity units a b S S, SH ratio
a 5 2417 1 0 3/14 0 4/14
S, 0 12/7 0 0 -7 1 =27
b 20 10/7 0 1 -1/28 0 5/28
Net evaluation 0 0 5/14 0 —45/14
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As all the values in net evaluation row are either zeros or negative elements, the solution is
optimal.

Hence,a = 24/7,b = 10/7 and optimal profit is Rs. 45.75.

Now let us solve the dual of the above.

Dual of the given problem: Simplex version:

Minimize Z= 2 + 8y + 12z s.t.

i.e,, MaximizeZ = -2k — 8 — 1Z s.t. MaximizeZ = -2k — 8y — 1Z + 05, + 0S, —
MA;, - M As.t.

5x+1ly+1z 5 5+1ly+1z-15, +0S,+ 1A, + 0A, =5

2x+2y+6z 20 2X+2y+6z+ @B —-1S,+0A +1A,=20

andx,y,andzall 0 andx, y,z S, S,, A, Aall 0.

Two Phase version is: Maximizé:= Ox + Oy + 0z + (5, + 0S, — 1A, — 1A, s.t.
5+ ly+1z- 1S+ 0S, + 1A, + 0A, =5
2Xx+2y+6z+05 —-1S,+ 0A + 1A, =20

Andx Y,z S, S, A, Aall 0.

Table:I. x=0,y=0,2z=0,5,=0,S,=0, A, =5, A, = 20, Z= — Rs 25/—

Problem | Profit & 0 0 0 0 0 -1 -1 Replace—
variable| Rs.| Capacity units X y z S S, A A, ment ratio
Ay -1 5 5 1 1 -1 0 1 0 1
A, -1 20 2 2 6 0 -1 0 1 10
Net evaluatior] f7 3 7 -1 -1 * 0 0
Table: Il. a=1,y=0,2z=0,5,=0,5,=0,A, =0, A= 20, Z= - Rs.18/-
Problem| Profit & 0 0 0 0 0 -1 -1 Replace—
variable [ Rs.| Capacity units X y z S S, A A, ment ratio
X 0 1 1 1/5 1/5 —1/5 0 1/5 0 5
A, -1 18 0 8/5 | 28/5| 2/5 -1 | -2/5 1 45/14
Net evaluatior 0 8/5] 28/5 2/5 -1] -2/5
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Table: lll. x=5/14, y=0, z=45/14,S,=0,S,=0, A, =0, A, =0, Z=Rs. 0

Problem| Profit & 0 0 0 0 0 -1 -1 Replace—
variable| Rs.| Capacity units X y S S, A A, ment ratio
X 0 5/14 1 1/7 0 | -3/14] 1/28 | 3/14 | -1/28
z 0 45/14 0 217 1/14 -5/28| -1/14| 5/28
Net evaluatior] 0 0 0 0 -1 -1

Table: IV. x=5/14, y=0, z=45/14, S5, =0, S5,=0, A, =0, A, =0 and Z= - Rs. 45.75.

Problem| Profit & 0 0 0 0 0 -1 —1 | Replacet
variable| Rs.| Capacity units X y S S, A A, ment ratid
X —20 5/14 1 7 0 [-3/14| 1/28 3/14 | -1/28
z -12 45/14 0 217 1/14| -5/28 -1/14 5/28
Net evaluatior] 0 -12/7 0 |-24/7) -10/7[ 24/7 —M 10/7 {M

X = 5/14,z = 45/14 and& = Rs. 45.75.
Now let us compare both the final (optimal solution) table of primal and dual.

Optimal solution table of Primal

Table: lll.a = 24/7, b=10/7, S, =0, S, = 12/7, S; = 0, and Z = Rs. 45.75.

Problem | Profit & 5 20 0 0 0 Replacement
variable Rs.| Capacity units a b S S, S; ratio
a 5 2417 1 0 3/14 0 -1/14
S, 0 12/7 0 0 =1/7 1 =27
b 20 10/7 0 1 -1/28 0 5/28
Net evaluation 0 0 -5/14] 0 -45/14
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Optimal Solution table of Dual:

Table: IV. x=5/14, y=0,2z=45/14,5,=0,5,=0, A; =0, A, =0 and Z= - Rs. 45.75.

Problem | Profit & 0 0 0 0 0 -1 —1 | Replace—
variable [ Rs.| Capacity unit§ x y z S S, A A, ment ratio
X -20 5/14 1 1/7 0 [ -3/14| 1/28 314 -1/28
z -12 45/14 0 217 1 1/14 -5/28| -1/14 5/28
Net evaluation 0 |-12/7| 0 |-24/7| -10/7|24/7 - M|10/7 - M

Construction of Dual problem:

Problem 3.34:Construct the dual of the given I.p.p.

MaximizeZ = 5w + 2x + 6y + 4z s.t

Iw+ Ix+1ly+1z 140

2w+ 5x+6y+1z 200

Iw+3X+1ly+2z2 150

Andw, x,y, zallare 0.

Solution: Dual: As the constraint 2 is of type and other two are type and the objective
function is maximization, we have to write the constraint 2 also ge. Hence multiply the constraint
by —1 and write the dual problem.

Hence the given problem is:

MaximizeZ = 5w + 2x + 6y + 4z s.t.

Iw+ Ix+1ly+1z 140

2w—X-6/y—1z —200

Iw+3Xx+1ly+2z 150

Andw, x,y, zallare 0.

Dual is: Minimize Z = 140a — 200b + 15Q s.t.

la-2+1c 5
la—-%+3x 2
la—-6+1z 6
la-1b+2z 4

Anda, b,call 0.

Problem 3.35: (Primal): MaximizeZ = 4a + 3b s.t.
2a+% 100

3a+6b 120

la + 1b = 50 anl botha andb are 0.

When there is equality in the constraints, we have to write two versions of thd.egrheth
and version and then we have to write the dual. As the objective function is maximization type, we
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must take care that all the inequalities ar® tyfpe. In case the objective function is minimization type,
then all the inequalities must be%ftype.

Dual of the given problem:

The given problem is written as: This can be written as:

Maximize 4 + 3b s.t. MaximizeZ = 4a + 3 s.t.

2a+% 100 2a+% 100

3a+6b 120 3a+6b 120

la+1 50 la+1 50

la+1b 50 amd bothaandbare 0 -la-1 -50and botlmandbare O.

Dual of the primal:

Minimize 100w + 12k + 50y — 5@ s.t

2w+ 3X+1ly—-1z 4

9w+ 6x+1ly—1z 3 andw, X Yy, andz all are > 0.

As the number of rows is reduced, the time for calculation will be reduced. Some times while

solving the |.p.p it will be better to write the dual and solve so that one can save time. And after getting
the optimal solution, we can read the answer of the primal from the net evaluation row of the dual.

Problem 3.36: Write the dual of the given primal problem:
Minimize: 1a + 2b+ 3t s.t.
2a+3-1c 20
la+2b+3 15
Oa+1b+2c=10and
a,b,cal 0
As the objective function is minimization type all the inequalities must be ¢§pe. Hence
convert the second constraint by multiplying by —1 inttype. Rewrite the third constraint intoand
type and multiply th& type inequality by —1 and convert it into type. And then wire the dual.

Given problem can be written as: Dual is:

Minimize la+ 2b + 3c s.t MaximizeZ = 20nv — 15 + 10y — 1 s.t
2a+3b-1c 20 2w—Ix+y-Q 1
-la-2»-3%x -15 w—2x+1ly—-1z 2
Oa+1b+2c 10 -w-X+2y-2 3and
—-0a-—1b-2 -10and w, X, yandz all O.

a, b, andcall 0.

Points to Remember

1. While writing dual see that all constraints agree with the objective function. That
is, if the objective function is maximization, then all the inequalities must be
type. In case the objective function is Minimization, then the inequalities must be
of type.

2. If the objective function is maximization and any one or more constraints are of
%otype then multiply that constraint by —1 to convert it into  type. Similarly, if
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the objective function is minimization type and one or more constraints are of
type, then multiply them by —1 to convert them into type.

3. In case any one of the constraint is an equation, then write the two versions of th
samei.e., and versions, then depending on the objective function, convert
the inequalities to agree with objective function by multiplying by —1.

1%

3.14. SENSITIVITY ANALYSIS

While solving a linear programming problem for optimal solution, we assume that:

(a). Technology is fixed,k). Fixed prices,d). Fixed levels of resources or requiremend$, (

The coefficients of variables in structural constraintes {ime required by a product on a particular
resource) are fixed, and)(profit contribution of the product will not vary during the planning period.
These assumptions, implying certainty, complete knowledge, and static conditions, permit us to design
an optimal programme. The condition in the real world however, might be different from those that are
assumed by the model. It is, therefore, desirable to detehnimesensitivehe optimal solution is to
different types of changes in the problem data and parameters. The changes, which have effect on the
optimal solution are:a) Change in objective function coefficientg), (b) Resource or requirement
levels @), (c) Possible addition or deletion of products or methods of production. The process of
checking the sensitivity of the optimal solution for changes in resources and other components of the
problem, is given various names such @ansitivity Analysis, Parametric Programming and Post
optimality analysis or what if analysis.

Post optimality test is an important analysis for a manager in their planning process, when they
come across certain uncertainties, say for example, shortage of resources due to absenteeism, breakdown
of machinery, power cut off etc. They may have to ask question ‘what if’, a double—edged sword.
They are designed to project the consequences of possible changes in the future, as well as the impact
of the possible errors of estimation of the past. The need for sensitivity analysis arises diie to (i
know the effect of and hence be prepared for, possible future changes in various parameters and
components of the problemij)(To know the degree of error in estimating certain parameters that
could be absorbed by the current optimal solution. Or to put in other way, senaitiaif\sis answers
guestions regarding what errors of estimation could have been committed, or what possible
future changes can occur, without disturbing the optimality of the current optimal solution.

The outcome of sensitivity analysis fixesigesi.e., upper limits and lower limits of parameters
like C;, &, b; etc. within which the current optimal programme will remain optimal. Hence, we can say
that the sensitivity analysis is a major guide to managerial planning and control. Also sensitivity analysis
arises the need faeworking of the entire problem from the very beginning each time a change
is investigated or incorporated.The present optimal solution can be used to study the changes with
minimum computational effort. By adding or deleting a new column (product) or adding or deleting a
new row (new process) we can analyze the changes with respg@cto andb;.

To summarize the Sensitivity analysis include:
1. Coefficients ¢;) of the objective function, which include:
(@) Coefficients of basic variable€.
(b) Confidents of non—basic variables.
2. Changes in the right hand side of the constraiqfs (
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3. Changes iraij, the components of the matrix, which include:
(@) Coefficients of the basic variables,
(b) Coefficients of non-basic variables.
4. Addition of new variables to the problem.
5. Addition of new or secondary constraint.
The above changes may results in one of the following three cases:
Case |.The optimal solution remains unchanged, that is the basic variables and their values remain
essentially unchanged.

Case Il. The basic variables remain the same but their values are changed.
Case lll. The basic solution changes completely.

3.14.1. Change in the Objective Coefficient

(a) Non-basic Variables

Consider a change in the objective coefficient of the non-basic variable in the optimal solution.
Any change in the objective coefficient of the non-basic variable will affect only its index row coefficient
and not others.

Problem 3.37:MaximizeZ=2a+ 2+ 5¢c + 4d s.t
la+3+4+3d$10
4a+ 2b +6¢c + 8d $ 25 anda, b, c, andd all are 0.

Table:1. a=0,b=0,¢c=0,d=0,5,=10, S, =25, Z=Rs.0 /-

Problem | Profit C; 2 2 5 4 0 0 Replacemen
variable | Rs. | Capacity unit$ a b c d 511 S ratio
S, 0 10 1 3 4 3 1 0 10/4
S, 0 25 4 2 6 8 0 1 25/6
Net evaluati0||| 2 2 5 4 0 0
} Y
Table:ll. a=0,b=0,¢c=5/2,d=0,5,=0,S, =10, Z=Rs. 12.50
Problem | Profit Replacement
variable | Rs. | Capacity unit$ a b c d S| S ratio
c 5 5/2 1/4 3/4 1 3/4 1/4 0 10
S, 0 10 5/2 | -5/2 0 7/5 32 1 4
Net evaluatiovr 3/4 1.75 0 1/4 -5/4 0
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Table: lll. a=4,b=0,¢=15,d=0,5,=0,S5,=0, Z=Rs. 15.50 /-

Problem | Profit & 2 2 5 4 0 0
variable Rs.| Capacity units a b c d S S,
c 5 3/2 0 1 1 2/5 2/5 -1/10
a 2 4 1 -1 0 715 - 3/5 2/5
Net evaluation 0 -1 0 —4/5 —4/5 340

Here @’ and ‘c’ are basic variables anty’‘and ‘d’ are non—basic variables. Consider a small
changex; in the objective coefficient of the variabll',' then its index row (net evaluation row)
element becomes:

(2 +x)) — (-2 + 5) = x; —1. If variable ‘b’ wants to be an incoming varialBle— 1 must be
positive. Then the value of should be > 1. Hence when the value of the increment is > 1 then the
present optimal solution changes.

Similarly for D, if X, is the increment, then (4x) — (14/5 + 10/5) = (4 ¥,) — 24/5, hence it
wants to become incoming variable then the value of4/5. To generalize, one can easily conclude
that for non-basic variables when its objective coefficient just exceeds its index row coefficient in the
optimal solution, the present solution ceases to be optimal.

(b) Basic variables:

Now let us consider a change in the objective coefficient of the basic variable in the optimal
solution. Here, it affects the net evaluation row coefficients of all the variables. Hence, as soon as the
net evaluation row coefficients of basic variables become negative, it leaves the solution, and that of
non-basic variable becomes positive, it becomes an incoming variable. In either case, the present
optimal solution changes.

Consider the above example. Let us say that there is a small redugtionthe objective
coefficient of variabled’ i.e., (2—x;) then the net evaluation row coefficients of variables are:

Variable Corresponding change in net evaluation row element.
a 2x)-1(2%)=0
b 2-{-1(2%) +5)=—f +1)
c 0
d — (4/5 + 7/5xy)
S —4/5 + 3/5x,
S —3/10 + 2/5¢;

Results:

(a) For any value ok, variable b' cannot enter the solution.

(b) As soon ax, is > 4/7, variabled' enters the solution.

(c) For any value ok;, S; will not enter into solution.

(d) Assoon ag; > 3/4,S, claims eligibility to enter into solution.

A reduction in objective coefficient of variab& by more than 4/7, the present optimal solution
changei.e, the value is 2 — 4/7 = 10/7.
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When the objective coefficient of variabl® increases by a value, the changes are:

Variable Corresponding change.
a (2+x)—-(2+x) =0
b 2 - (1) {(2#) + 5)} = -1 +%,
c 0
d —4/5 — 7/5x%,
S —4/5 + 3/5x,
S —3/10-2/5x,

If X, is % 1 the variabld® claims the entry into solution and the optimal solution changes.

For any value ok, variables d' and S, are not affected.

If X, is > 4/3,S, claims the entry into solution, and the optimal changes.

Hence, as soon as objective coefficient of variabldricreases by more than 1 the present
optimal solution changes. Hence the maximum permissible value of objective coefficens @f+ 1
= 3 for the present optimal solution to remain. That is the range for objective coefficient of vatiable *
is 10/7 to 3.

3.14.2. Change in the right — hand side of the constraint
The right hand side of the constraint denotes present level of availability of resources (or requirement

in minimization problems). When this is increased or decreased, it will have effect on the objective
function and it may also change the basic variable in the optimal solution.

Example 3.38:A company manufactures three produe{sY andZ by using three resources. Each
unit of productX takes three man hours and 10 hours of machine capacity and 1 cubic meter of
storage place. Similarly, one unit of prod¥dakes 5 man-hours and 2 machine hours on 1cubic meter
of storage place and that of each unit of prodddss5 man-hours, 6 machine hours and 1 cubic meter
of storage place. The profit contribution of produkisY andZ are Rs. 4/—, Rs.5/— and Rs. 6/-
respectively. Formulate the linear programming problem and conduct sensitivity analysis when

MaximizeZ = 4x + 5y + 6z s.t.

3x+5y+52z 900

10x+ 2y + 6z 1400

Ix+1ly+1z 250andalk y, andzare 0

The final table of the solution is:

x=50,y=0,z=150,S, =0,S,=0,S; = 50 andZ = Rs. 1100/—

Problem | Profit & 4 2 6 0 0 0

variable Rs. | Capacity units X y z S S, S;

z 6 150 0 11/8 1 5/16 3/32 0

X 4 50 1 —-5/8 0 —3/16 | 5/32 0
S; 0 50 0 1/4 0 -1/8 -1/16 1
Net evaluation 0 23/4 0 -9/8 -1/16 0
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The solution isx = 50,y = 0,z=150,S, = 0,S, =0,S; = 50 and profiZ = Rs. 1100/-

Here man- hours are completely utilized heSce 0, Machine hours are completely utilized,
henceS; = 0 but the storage capacity is not completely utilized hence still we are having a balance of 50
cubic meters of storage place., S; = 50.

Value of dual variable und&; in net evaluation row is 9/8. This is the shadow price or per unit
price of the resource. The resource is man- hours. Hence it means to say that as we go on increasing
one hour of man-hour resource, the objective function will go on increasing by Rs. 9/8 per hour.
Similarly the shadow price of machine hour is Rs. 1/16 and that of storage space is Rs.0. Similar
reasoning can be given. That is every unit increase in machine hour resource will increase the objective
function by Rs. 1/16 and that of storage space is Rs.0/—

Now let us ask ourselves what the management wants to do:

Question No.1.If the management considers to increase man-hours by 100ileorem 900
hours to 1000 hours and machine hours by 200 haur4400 hours to 1600 hours will the optimal
solution remain unchanged?

Now let us consider the elements in the identity matrix and discuss the answer to the above
guestion.

Problem variable $ S, S; | Capacity Blx b =
z 5/16 -3/32 0 1000 5000/16 —4800/32 +0 3 32512
X —-3/16 5/32 0 1600 — 3000/16 +8000/32+p § 125/2
S; -1/8 —-1/16 1 250 — 1000/8 —1600/16 +[250 | = 25

Now x = 125/2, andz = 325/2 and5; = 25. Asx andz have positive values the current optimal
solution will hold well. Note that the units fandz have been increased from 50 and 150, to 125/2 and
325/2. These extra units need the third resource, the storage space. Hence storage space has been
reduced from 50 to 25.

Shadow price indicates that resource of man-hours can be increased to increase objective function.

A solution to question No.1 above, showed that with increase of man- hours kyel@b(n 900 to
1000 hours), the basic variables remain the sareg X andz andsS;) with different values at the
optimal stage.

Question No. 2:Up to what values the resource Na.&,, man-hours can be augmented without
affecting the basic variables? And up to what value the resource man-hours can be without affecting
the basic variables?

Let &'be the increment in man- hour resource, then:

\Terl(r)ik:t?ln; S, S, S; | Capacity Blx b =
z 5/16 | -3/32| O 900 + 5/16(900 + ) —3/32 x 1400 + 0 x 250 = 150 + 5/16
X -3/16| 5/32 0 1400 —3/16 (900 + ) +5/32 x 1400+ 0x 250 ¥ 50-3/16
S; -1/8|-1/16| 1 250 —1/8 (900 +) — 1/16 % 1400 + 1 x 250 - 50-1/8
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As z =150 + 5/18&, z remains positive for any value &% 0.
As x = 50 — 3/1&, x remains positive for any value &'$ 800/3.
As S; = 50 —&/8, S; remains positive for any value &7'$400.

Therefore, the present basis remains feasible for the increment of resawecenbn-hours by
800/3 only. For further increase, basis will change. Similarly if the resource 1 being contemplated, the
solution would be:

\Te:(r)ik:te)llrz S, S, S; | Capacity Blx b =
z 5/16 | -3/32|] O 900 — 5/16 (900 — ) — 3/32 x 1400 + 0 x 250 - 150 —5/16
X —3/1¢ 5/32 0 1400 -3/16 (900 — ) +5/32x 1400+ 0x 250 ¥ 50+ 3/16
S; -1/8| —-1/16] 1 250 —1/8 (9009 — 1/16 x 1400 + 1 x 250 - 50+1/8

Thusz will be negative, when 5/8> 150i.e., & > 480. Hence when resource Nad. Man-
hour is reduced to the level below 420 = (900 — 480) the present basis will change.

Hence the range for resource Noi.&,, man-hours to retain the present basic variables is:

(900 + 800/3) to (900 — 480) = 3500 /3 to 420.

3.14.3. Dual Simplex Method

We remember that while getting optimal solution for a linear programming problem, by using
simplex method, we start with initial basic feasible solution (with slack variables in the programme for
maximization problem and artificial variables in the programme for minimization problem) and through
stages of iteration along simplex algorithm we improve the solution till we get optimal solution. An
optimal solution is one, in terms of algorithm for maximization, in which, the net evaluation row are
either negative elements are zerios, the dual variables are feasible. Now with the knowledge of
Primal and Dual relationship, we know that the net evaluation row elements are the values of dual
variables and hence it suggests dual feasible solution. There are situations, where the primal solution
may be infeasible, but corresponding variables indicate that dual is feasible. Thus, solution of primal is
infeasible but optimum. In a dual simplex method initial solution is infeasible but optimum, and through
iteration it reaches feasibility at which stages it also reaches true optimum.

Problem 3.39: The problem can be written as:
Minimize Z=2a + 1b s.t. MaximizeZ = —2a — 1b s.t.
3a+1 3 3a—-1 -3

da+3Dp 6 “4a-3P -6

la+2b 3andbottaandbare 0. la+2b$ 3 and botraandbare 0.
The linear programming version is:

MaximizeZ = -2a—1b + 0S; + 0S, + 0S; s.t

-3a—-1b+1S +0S,+0S;=-3

—da— D +0S, +1S,+ 0S5, = -6

la+2b+0S +0S,+1S;=3

Anda, b, S, S, andS;all 0.
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Table:l. a=0,b=0,5,=-3, S, =-6, S; =3 and Z = Rs.0/-

Problem | Profit & -2 -1 0 0 0 Replacement
variable Rs.| Capacity units a b S S, S; ratio

S, 0 -3 -3 -1 1 0 0 3

S, 0 -6 -4 -3 0 1 0 1/2

SH 0 3 1 2 0 0 1 32

Net evaluation -2 -1 0 0 0
ont Row f i
Quotient Row: —4/-2 -1/-3

Now observe here, bo®) = -3 andS, = —6 are negative arf] = 3 positive. This shows that the
basic variables of primalS{ andS;) are infeasible. Moreover the net evaluation row elements are
negative or zeros, the solution is optimal. Now let us change the solution towards feasibility without
disturbing optimality. That is deciding the incoming variable and outgoing variable. In regular simplex
method, we first decide incoming variable. In dual simplex we first decide outgoing variable,

i.e., key row.
(a) Criterion for out going variable:

The row, which has got the largest negative value (highest number with negative sign) in the
capacity column, becomes the key row and the variable having a solution in that row becomes out
going variable. If all the values in the capacity column are non-negative and if all net evaluation row
elements are negative or zeros, the solution is optimal basic feasible solution. In the given example, the
row containingS, is having highest number with negative sign; he®as the out going variable.

(b) Criterion for incoming variable:

Divide the net evaluation row elements by corresponding coefficients (if negative) of the key
row. The column for which the coefficient is smallest becomes key column and the variable in that
column becomes entering variable. (If all the matrix coefficients in the key row are positive, the
problem has no feasible solution).

In the problem given, variable satisfies the condition, hence variaiBdehe incoming variable.

The rest of the operation is similar to regular simplex method.

Table:ll. a=0,b=2,5,=-1,5,=0, S3=-1and Z=Rs. -2

Problem | Profit & -2 -1 0 0 0 Replacement
variable Rs. | Capacity units a b S S, SH ratio
SH 0 -1 - 5/3 0 1 -1/3 0 3/5
b -1 2 4/3 1 0 -1/3 0 6/4
SH 0 -1 —5/3 0 0 2/3 1 3/5
Net evaluation| -2/3 0 0 -1/3
quotient: -1/5 - - -1 - -
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The solution is infeasible. As net evaluation row elements are negative the solution remains optimal
and as basic variables are negative, it is infeasible.

Now both rows ofS; andS; are having —1 in capacity column, any one of them becomes key
row. Let us select first row as key row. The quotient row shows #hat‘the incoming variable.

Table: lll. a=3/5, b=6/55,=0,S5,=0, S3=0, Z=-Rs. 12/5

Problem | Profit & -2 -1 0 0 0 Replacement
variable Rs.| Capacity units a b S S, S; ratio
a -2 3/5 1 0 -3/5 1/5 0
b -1 6/5 0 1 4/5 - 3/5 0
SH 0 0 0 0 -1 1 1
Net evaluation 0 0 -2/8 -1/% 0

As the net evaluation row elements are negatives or zeros, the solution is optimal and feasible.
Answer isa = 3/5 andb = 6/5 and profiZ = — Rs. 12/5. That is for minimization problem the minimum

cost is Rs. 12/5.

To Summarize:
(i) The solution associated with a basis is optimal if all basic variables are 0.

(i) The basic variable having the largest negative value (highest number with negative
sign), is the outgoing variable and the row containing it is the key row.

(iii) If &is the matrix coefficient of the key row and is < 0, the variable for which (index
row coefficient/&) is numerically smallest will indicate incoming variable.

(iv) If &"> 0, for all the variables in the key row the problem is infeasible.

Problem 3.40: The problem can be written as:

Minimize Z= 2 + 16y s.t. MaximizeZ = — 20— 16y + 0S; + 0S, + 0S; + 0S; s.t.
Ix+1ly 12 “Ix-1y+ 15 +0S,+0S;+ 05, =-12
2x+1ly 17 -X-ly +0S, +1S,+0S;+ 05, = -17
2x+0y 5 2Xx+0y + 05, +0S,+1S;+0S,=-5
Ox+1ly 6and Ox—1ly +05 +05+05;+15,=-6

Bothxandyare 0 andx, y, S, S, S;andS,all - 0.
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Solution:
Table:l. x=0,y=0, §; =-12, 5, = -17, 53 = -6, S5, -6, Z= Rs.0/-

Problem | Profit & - 20 - 16 0 0 0 0 | Replacemgnt
variable | Rs. | Capacity unit$ X y S S, S; S, ratio

S, 0 -12 -1 -1 1 0 0 0 12

S, 0 —-17 -2 -1 0 1 0 0 85 T

S; 0 -5 -2 0 0 0 1 0 25

S, 0 -6 0 -1 0 0 0 1 0

Net evaluation —20 -16 0 0 0 0
Quotient 10 16
) v

As all the elements of net evaluation row are negative, the solution is optimal but as slack variables
have —ve values, the solution is infeasible. The row with highest number with negative sign becomes
outgoing variable. Her8, is out going variablee., it becomes key row. By dividing net evaluation row

elements by corresponding key row elements, quotient row elements are obtained, which skow that
is the incoming variable (lowest number).

Table: Il. x=17/2, y=0, S, =-7/2, S, =0, S; =12, S, = -6 and Z = — Rs. 170/-

Problem | Profit & - 20 - 16 0 0 0 0 | Replacemgnt
variable [ Rs. | Capacity unitj X y S S, S; S, ratio

S, 0 -7/2 0 -1/2 1 -1/2 0 0 7

X -20 17/2 1 1/2 0 -1/2 0 0 Negative

S; 0 12 0 1 0 -1 1 0 12

S, 0 -6 0 -1 0 0 0 1 6

Net evaluatior 0 -6 0 -10 0 0
Quotient - 6 - - - -
A v

Solution is optimal and infeasible as net evaluation row elements are negative and slack variables
are negative.
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Table: lll. x=11/2, y=6, S, =-1/2,S,=0, S;=6, S, = 0, Z= — Rs.206/—

Problem | Profit & - 20 - 16 0 0 0 0 | Replacemgnt
variable | Rs. | Capacity unit$ X y S S, S5 S, ratio
S, 0 —1/2 0 0 1 | -2 o |-12| Negative[”
X - 20 11/2 1 0 0 —1/2 0 1/2
SH 0 6 0 0 0 -1 1 1
y -16 6 0 1 0 0 0 -1
Net evaluation 0 0 0 -10 0 -4
Quotient 20 12
Y A
Table: IV. X=5,y=7,and Z= - Rs. 212/-
Problem | Profit & - 20 - 16 0 0 0 0 | Replacemgnt
variable | Rs. | Capacity unit$ X y S S, S; S, ratio
S, 0 1 0 0 -2 1 0 1
X - 20 5 1 0 1 -1 0 0
S; 0 5 0 0 2 -2 1 0
y -16 7 0 1 -2 1 0 0
Net evaluation 0 0 -12 — 4 0 0
Quotient

As all the elements of net evaluation row are either negative or zeros the solution is optimal and as

all the slack variables and basic variables have positive values the solution is feasible.
X=5y=7,§=0,5=0.5=5,§ =1andZ = - Rs. 212/+.e minimum optimal is Rs.212/

Problem 3.41:
MinimizeZ=10a + 6b + 2 s.t.
-la+1lb+1c% 1
3a+1b-1c% 2
And alla, b, ¢, % 0.

The problem can be written as:
MaximizeZ = -1(a— @b — X + 0S; + 0S,
A4-1b-1c+1S +0S,=-1
3a-1+1c+0S +1S,=-2

Anda b,c, S, S all% 0
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Solution:
Table:1. a=0,b=0,X=0,5,=-1,S5,=-2, Z=Rs. 0/-
Problem | Profit & - 10 -6 -2 0 0 Replacement
variable Rs.| Capacity units a b c S S, ratio
S, 0 -1 1 -1 -1 1 0 -1
S, 0 -2 -3 -1 1 0 1 2/3 o
Net evaluation -10 -6 -2 0 0
Quotient 10/3 6
1 t

Net evaluation row elements are negative hence solution is optimal but slack variables are negative,
hence the solution is infeasible. Variatdehas lowest quotient hence incoming variable §yldas got
highest element with negative sign, it is out going variable and the row Havismghe key row.

Table: ll. a=2/3, b=0,2z=0, S, =-5/3, S, =0, Z=— Rs. 20/3.

Problem | Profit & - 10 -6 -2 0 0 Replacemgnt
variable Rs.| Capacity units a b c S S, ratio
S, 0 -5/3 0 —4/3 -2/3 1 1/3 Negative
a -10 2/3 1 1/3 -1/3 0 -1/3 o
Net evaluation 0 -8/3| -16/3 0 -10/3
Quotient 2 8

1 !

Variable b’ has lowest positive quotient, it is incoming variatfg,has highest number with
negative sign, it is the out going variable. The solution is infeasible optimal.

Table: lIll. a=1/4,b=5/4,¢=0,5,=0,5,=0, Z=-Rs. 10/-

Problem | Profit & - 10 -6 -2 0 0 Replacemelnt
Variable Rs. | Capacity units a b c S S, ratio
b -6 5/4 0 1 1/2 -3/4 -1/4
a -10 1/4 1 0 -1/2 1/4 -1/4
Net evaluation 0 0 -4 -2 -4

The solution is optimal and feasibée= ¥,b = 5/4,c = 0 andZ = — Rs. 10/—. Hence the minimum
cost is Rs. 10/—
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3.14.4. Addition of a New Constraint

Whenever a linear programming problem is formulated, the constraints, which are considered
important and significant, are considered and the problem is solved to find the optimal solution. After
obtaining the optimal solution for the problem, the optimal solution is checked to see whether it satisfies
the remaining constraints of secondary importance. This approach reduces the size of the problem to
be handled in the first instance and reduces the calculation part. We may come across a situation that
at a later stage, newly identified significant constraints have to be introduced into the problem. The
situation in either case amounts addition of one or several constraints. With the values of optimal basic
variables it is first checked whether they satisfy the new constraint (s). If so, the solution remains
optimal. If not, the constraints are introduced in the optimal tableau, and by elimination of coefficients
of basic variables in the new constraints are reduced to zero. With that, if solution is feasible, and non—
optimal, regular simplex method is used for optimization. On the other hand, if solution is infeasible but
optimal, dual simplex method is used for optimization. New constraint, which is not satisfied by the
previous optimal solution, is callgijhter constraint, because it changes the solution.

Problem 3.42: (Repetition of problem 3.39)

Minimize Z = 2a + 1b s.t.

3a+1b 3

4da+3p 6

la+2b 3and bottaandbare 0.

Optima solution obtained by dual simplex methodhis: 3/5 ando = 6/5.

Let us suppose that new constraint addeais 5  10. The simplex version of this inequality

5a+ 5 -5, = 10.

Let us substitute the values @f and ‘b’ in the above.

5x 3/5 + 5% 6/5 -5, = 10. This gives a value of —1 &, which violates the non-negativity
constraint and hence the solution is not optimal. Hence by introducing the new constraint in the final
table, we have to get a new optimal solution.

Table: I.

Problem | Profit G -2 -1 0 0 0 0 Replacemen
variable [ Rs. [ Capacity units a b S S, S; S, ratio

a -2 3/5 1 0 -3/5 1/5 0 0 Row 1

b -1 6/5 0 1 4/5 -3/5 0 0 Row 2

S; 0 0 0 0 -1 1 1 0 Row 3

S, 0 -10 -5 -5 0 0 0 1 Row 4

Net evaluation 0 0 =2/5] -1/5 0 10

Multiplying the row 1 by 5 and adding it to row 4 and multiplying row 2 by 5 and adding it to row
4, we get
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Table: 1I.
Problem | Profit G -2 -1 0 0 0 0 Replacemegnt
vriable Rs. | Capacity units a b S S, S, S, ratio
a -2 3/5 1 0 -3/5 1/5 0 0
b -1 6/5 0 1 4/5 -3/5 0 0
S; 0 0 0 0 -1 1 1 0
S, 0 -1 0 0 1 -2 0 1
Net evaluation 0 0 —2/5 -1/5 0 0
Quotient 1/10

a=3/5b=6/5S;=0,5 = -1, Hence the solution is infeasible. As the net evaluation row
elements are negative or zeros the solution is optimal. Hence by using dual simplex metho&; we get
as incoming variable arf§ as the out going variable.

e

Table: 111.

Problem | Profit G -2 -1 0 0 0 0 Replacement
variable [ Rs. | Capacity units a b S S, S; S, ratio

a -2 1/2 1 0 -1/2 0 0| 110

b -1 32 0 1 1/2 0 0| -=3/1C

SH 0 -1/2 0 0 -1/2 0 1 1/2 Negative

S, 0 1/2 0 0 -1/2 1 0 -1/2

Net evaluation 0 0 -1/2 0 0 1/10
Quotient 1

Solution is infeasible and optimas; is the incoming variable arg is the outgoing variable.

Table: IV.

Problem | Profit C; -2 -1 0 0 0 0 Replacement
variable [ Rs. | Capacity units a b S S, S, S, ratio

a -2 1 1 0 0 -1 0 =215

b -1 1 0 1 0 1 1 1/5

S, 0 1 0 0 1 0 -2 -1

S, 0 1 0 0 0 1 -1 -1

Net evaluation 0 0 0 -1 0 -3/5
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As the net evaluation row elements are either negatives or zeros the solution is optimal. As all
variables have positive values the solution is feasible.

a=1,b=1, and Z minis Rs. 3/-. Here the basic variables remain same but the optimal value of
cost is changed.

Problem 3.42: (Extension of problem 3.40)

Add a new constrainbéd+ 3y 40 to problem 3.40 and examine whether basic variables change
and if so what are the new values of basic variables?

The optimal solution obtained = 5,y = 7 andZ = Rs. 212/-

Substituting the values in the new constraint, 4 x 5 + 3 x 7 = 41 which48. Hence the

condition given in the new constraint is satisfied. Therefore it iigltter constraint. This will not
have any effect on the present basitet us verify the same.

The simplex version of the new constraint isx—43y + 1S; = 40. The optimal table is:

Table: I.

Problem| Profit & - 20| —-16 0 0 0 0 0 Replace—
variable| Rs.| Capacity units X y S S, S; S, Sy ment ratio
S, 0 1 0 0 -2 1 0 1 0 Row 1
X -20 5 1 0 1 -1 0 0 0 Row 2
S, 0 5 0 0 2 -2 1 0 0 Row 3
y -16 7 0 1 -2 1 0 0 0 Row 4
Ss 0 -40 -4 -3 0 0 0 0 1 Row 5
Net evaluatior] 0 0 -12 -4 0 0 0

Quotient

Now to convert matrix coefficients of basic variables in row 5 to zero, multiply row 4 by 3 and
adding it to row 5 and multiplying row 2 by 4 and adding it to row 5, we get:

Table: 11.
Problem [Profit & - 20 - 1f 0 0 0 0 0 Replace—
variable | Rs.| Capacity units| x y b3} S, S; S, Sy ment ratio
S, 0 1 0 0 -2 1 0 1 0
X -20 5 1 0 1 -1 0 0 0
S, 0 5 0 0 2 -2 1 0 0
y -16 7 0 1 -2 1 0 0 0
S 0 1 0 0 -2 -1 0 0 1
Net evaluation 0 0 -1p —4 0 0 0
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x =5,y =7 and minimun¥ = Rs. 212/— As the net evaluation row is negative or zeros, and all
problem variables have positive value, the solution is feasible and optimal. Values of basic variables have

not changed.

Problem 3.43: (Repetition of Problem 3.41).

Add the following two new constraints to problem No. 3.41 and find the optimal solution.
Minimize Z=10a+ 6 + 2 s.t

—-la+1lb+1c 1

3a+1lb-1c 2

New constraints are:

dJa+20+3k 5

8a—1b+1c 5

The simplex format of new constraints is:

da+22+3c+1S5;=5

8a—Ib+1c-15,=4

Earlier values oh = 1/4 and =5/4 andz =0

4x Y+ 2x 5/4 +3x 0+ 1S; =5, givesS; = 3/2, which is feasible.

8 x ¥4 —5/4x 1+ 0 -§, = 4 givesS, = —13/4 is not feasible. Hence the earlier basic solution is

infeasible.

We have seen that the first additional constraint has not influenced the solution and only second

additional constraint will influence the solution, by introducing both the constraints in optimal table we

get:
Table: I.

Problem| Profit & -16| -6 -2 0 0 0 Replace-

variable| Rs.| Capacity unit a b c S S, S, ment ratio
b —6 5/4 0 1 £ =3/4( -1/4 0 Row 1
a -16 1/4 1 0 -1/2 /4| -1/4 0 Row 2
S 0 5 4 2 3 0 0 0 Row 3
S, 0 -4 -8 1 -1 0 0 1 Row 4

Net evaluatio

Multiply row 1 by 2 and subtract it from row 3.
Subtract row 1 from row 4.
Multiply row 2 by 4 and subtract from row 3.

Multiply row 2 by 8 and add it to row 4
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Problem Profit &
variable Rs. Capacity units
b -6 5/4
a -10 1/4
S, 0 32
S, 0 -13/4

Net evaluation

Quotient

As S, = — 13/4, the basic solution is not feasible. As net evaluation row elements are either

0
0
0

Table 1.
-2 0
b c S
1 1/2 -3/4
0 -1/2 1/4
0 4 1/2
0 -11/2 11/4
0 -4 -2
8/11

Operations Research

0 0 0 Replace—
S, S5 S, ment ratio
-1/4 0 0
-1/4 0 0

3/2 1 0
—7/4 0 1
—4 0 0
16/7
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QUESTIONS

1. (@ “Operations Research is a bunch of Mathematical Techniques” Comment.
(b) Explain the steps involved in the solution of an Operations Research problem.
(c) Give a brief account of various types of Operations Research models and indicate their
application to Production — inventory — distribution system.
2. A company makes four products,x, y andz which flow through four departments—
drilling, milling and turning and assembly. The variable time per unit of various products are
given below in hours.

Products Drilling Milling Turning Assembly
v 3 0 3 4
X 7 2 4 6
y 4 4 0 5
z 0 6 5 3

The unit contributions of the four products and hours of availability in the four departments are
as under:

Product Contribution in Rs. Department Hours available.
Y 9 Drilling 70
X 18 Milling 80
y 14 Turning 90
z 11 Assembly 100

(a) Formulate a Linear Programme for Maximizing the Contribution.
(b) Give first two iterations of the solution by Simplex method.

3. Metal fabricators limited manufactures 3 plates in different sizeB, And C through
Casting, Grinding and Polishing processes for which processing time in minutes per unit are

given below:
Processing time/unit in minutes.

Sizes Casting Grinding Polishing

A 5 5 10

B 8 7 »

C 10 12 16
Available 16 24 32
Hours per Day.
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If the contribution margins are Rs.1/—, 2/- and 3/-ApB andC respectively, find
contribution maximizing product mix.

4. A manufacturer can produce three different prodéctB, and C during a given time
period. Each of these products requires four different manufacturing operations: Grinding,
Turning, Assembly and Testing. The manufacturing requirements in hours per unit of the
product are given below f@, B, andC:

A B C
Grinding 1 2 1
Turning 3 1 4
Assembly 6 3 4
Testing 5 4 6

The available capacities of these operations in hours for the given time period are as follows:
Grinding 30 hours, Turning: 60 hours, Assembly: 200 hours and Testing: 200 hours.

The contribution of overheads and profit is Rs.4/— for each uiit BE.6/— for each unit of

B and Rs.5/- for each unit &. The firm can sell all that it produces. Determine the
optimum amount of, B, andC to produce during the given time period for maximizing the
returns.

5. (@) Briefly trace the major developments in Operations Research since World War II.

(b) Enumerate and explain the steps involved in building up various types of mathematical
models for decision making in business and industry.
(c) State and explain the important assumptions in formulating a Linear Programming Model.

6. An oil refinery wishes its product to have at least minimum amount of 3 components: 10%
of A, 20% ofB and 12% ofC. It has available three different grades of crudexpit; andz.

Gradex contains: 15% of\, 10% ofB and 9% of C and costs Rs. 200/- per barrel.

Gradey contains: 18% oA, 25% ofB and 3% of C and costs Rs. 250/— per barrel.

Gradez contains 10% oA, 15% ofB and 30% of C and costs Rs. 180/- per barrel.

Formulate the linear programming for least cost mix and obtain the initial feasible solution.
7. (@ Define Operations Research.

(b) List the basic steps involved in an Operations Research study.

(© List the areas in which Operations Research Techniques can be employed.

(d) Give two examples to show how Work Study and Operations Research are

complementary to each other.

8. You wish to export three products B, andC. The amount available is Rs. 4,00,000/—.
ProductA costs Rs. 8000/— per unit and occupies after packing 30 cubic meters. Broduct
costs Rs. 13,000/- per unit and occupies after packing 60 cubic meters and product C costs
Rs. 15,000/—per unit and occupies 60 cubic meters after packing. The profit perAinit of
is Rs. 1000/—, of B is Rs. 1500/- and of C is Rs. 2000/-.

The shipping company can accept a maximum of 30 packages and has storage space of
1500 cubic meters. How many of each product should be bought and shipped to maximize
profit? The export potential for each product is unlimited. Show that this problem has two
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10.

11.

basic optimum solutions and find them. Which of the two solutions do you prefer? Give
reasons.

A fashion company manufactures four models of shirts. Each shirt is first cut on cutting
process in the trimming shop and next sent to the finishing shop where it is stitched, button
holed and packed. The number of man—hours of labour required in each shop per hundred
shirts is as follows:

Shop Shirt A Shirt B Shirt C Shirt D
Trimming shop 1 1 3 40
Finishing shop 4 9 7 10

Because of limitations in capacity of the plant, no more than 400 man—hours of capacity is
expected in Trimming shop and 6000 man — hours in the Finishing shop in the next six
months. The contribution from sales for each shirt is as given below: SHRs. 12 /— per

shirt, ShirtB: Rs.20 per shirt, Shi€: Rs. 18/- per shirt and Shiit: Rs. 40/- per shirt.
Assuming that there is no shortage of raw material and market, determine the optimal product
mix.

A company is interested in manufacturing of two proddi@sdB. A single unit of Product

A requires 2.4 minutes of punch press time and 5 minutes of assembly time. The profit for
productA is Rs. 6/— per unit. A single unit of prodigtequires 3 minutes of punch press

time and 2.5 minutes of welding time. The profit per unit of produi Rs. 7/-. The
capacity of punch press department available for these products is 1,200 minutes per week.
The welding department has idle capacity of 600 minutes per week; the assembly department
can supply 1500 minutes of capacity per week. Determine the quantity of proaludtide
quantity of producB to be produced to that the total profit will be maximized.

A manufacturing firm has discontinued production of a certain unprofitable product line.
This created considerable excess production capacity. Management is considering devote
this excess capacity to one or more of three prodictsandZ. The available capacity on

the machines, which might limit output, is given below:

Machine type Available time in machine hours per wegk.
Milling machine 200
Lathe 100
Grinder 50

The number of machine hours required for each unit of the respective product is as follows.

Productivity (in machine hours per unit)

Machine type.

Product X Product Y Product Z
Milling machine. 8 2 3
Lathe 4 3 0

Grinder 2 0 1
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The sales department indicates that the sales potential for protactsY exceeds the
maximum production rate and that of sales potential for pratlisc20 units per week. The

unit profit would be Rs. 20/-, Rs.6/— and Rs.8/- respectively for prodictsand Z.
Formulate a linear programming model and determine how much of each product the firm
should produce in order to maximize profit.

12. A jobbing firm has two workshops and the centralized planning department is faced with the
problem of allocating the two sets of machines, in the workshops, to meet the sales demand.
The sales department has committed to supply 80 units of product and 100 units of product
Q and can sell any amount of prod&ct ProductQ requires special selling force and hence
sales department does not want to increase the sale of this product beyond the commitment.
Cost and selling price details as well as the machine availability details are given in the
following tables:

Product Sellig price Raw material Labour cost Labour costs

Rs. per unit Cost in Rs. per urit In Rs. per uni In Rs. per uhit.
Work shop | Work shop I

P 25 5 12 14

Q 32 8 17 19

R 35 10 23 24

Hours per unit Available hours.
Machine

Workshop | Work shop Il Workshop |l Workshop II.
P Q R P Q R

I 2 1 3 2 15 3 250 300

I 1 2 3 15 3 3.5 150 175

(a) Whatis the contribution in Rs. per unit for each of the products when made in workshop
Il and 1?

(b) Formulate a linear programming model.

(c) Write the first simplex tableau (Need not solve for optimality).

13. A manufacturer manufactures three prodB¢t® andR, using three resourcds B andC.

The following table gives the amount of resources required per unit of each product, the

availability of resource during a production period and the profit contribution per unit of

each product.

(a) The object is to find what product—mix gives maximum profit. Formulate the
mathematical model of the problem and write down the initial table.

(b) In the final solution it is found that resourc&ésand C are completely consumed, a
certain amount oB is left unutilized and that no R is produced. Find how mucK of
andY are to be produced and that the amour I&fft unutilized and the total profits.



Linear Programming Models : Solution by Simplex Method

137

(c) Write the dual of the problem and give the answers of dual from primal solution.

Products. —

Resources P Q R VAilability in units
A 3 2 7 1000
B 3 5 6 2500
C 2 4 2 1600

Profit per Unit in Rs. 8 9 10

14.

15.

The mathematical model of a linear programming problem, after introducing the slack variables
is:

MaximizeZ = 50a + 6 + 12@ + 0S; + 0S, s.t.

2a+4b+6c+S =160

3a+2+4c+S,=120 andh, b, c, S, andS, all 0.

In solving the problem by using simplex method the last but one table obtained is given
below:

50 60 120 0 0 Capacity
a b c S S,

1/3 2/3 1 1/6 0 80/3
5/3 -2/3 0 -2/3 1 40/3

(a) Complete the above table.
(b) Complete the solution y one more iteration and obtain the valug8BpandC and the
optimal profitZ.
(c) Write the dual of the above problem.
(d) Give the solution of the dual problem by using the entries obtained in the final table of
the primal problem.
(e) Formulate the statement of problem from the data available.
The India Fertilizer company manufactures 2 brands of fertilizers, SX@rad- Super—
Nitro. The Sulpher, Nitrate and Potash contents (in percentages) of these brands are 10-5-
10 and 5-10-10 respectively. The rest of the content is an inert matter, which is available in
abundance. The company has made available, during a given period, 1050 tons of Sulpher,
1500 tons of Nitrates, and 2000 tons of Potash respectively. The company can make a
profit of Rs. 200/- per tone on Sulpha — X and Rs. 300/— per ton of Super— Nitro. If the
object is to maximise the total profit how much of each brand should be procured during the
given period?
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(a) Formulate the above problem as a linear programming problem and carry out the first
iteration.

(b) Write the dual of the above problem.
Solve:

Minimize S=1la— 3+ 2 S.t
3a—-1b+3x 7

—2a+4d+0c 12

—4a+3+8 10anda b,c al 0.
Solve:

MaximizeZ = 3 + 2y + 5z s.t.
Ix+2y+1z 430

Xx+0y+2z 460

Ix+4y+ 0z 420and,y,zall 0.

A manufacturer of three products tries to follow a polity producing those, which contribute
most to fixed costs and profit. However, there is also a policy of recognizing certain minimum
sales requirements currently, these are: Produc20 units per week, Produ¥t30 units

per week, and Produ@ 60 units per week. There are three producing departments. The
time consumed by products in hour per unit in each department and the total time available
for each week in each department are as follows:

Time required per unit in hours.

Departments X Y Z Total Hours Available
1 0.25 0.20 0.15 420

2 0.30 0.40 0.50 1048

3 0.25 0.30 0.25 529

The contribution per unit of produeg, Y, andZ is Rs. 10.50, RS. 9.00 and Rs. 8.00

respectively. The company has scheduled 20 u§i80 units ofY and 60 units o for

production in the following week, you are required to state:

(@ Whether the present schedule is an optimum from a profit point of view and if it is not,
what it should be?

(b) The recommendations that should be made to the firm about their production facilities
(from the answer of (a) above).

MinimizeZ =1a—- 2 — X s.t.

—2a+1b+3=2

2a+ 3+ 4c=1and all, b, andcare 0.

(b) Write the dual of the above and give the answer of dual from the answer of the primal.



Linear Programming Models : Solution by Simplex Method 139

20. Minimize Z=2x+ 9y + 1z s.t
Ix+dy+2z 5
X+1ly+2z2 4andxy,zallare 0, Solve for optimal solution.
21. MinimizeZ=3a+ 2b + Ic s.t.
2a+5b+1c=12
3a+4b + Oc = 11 andais unrestricted anbdandc are 0, solve for optimal values af b
andc.
22. MaxZ=2X+ 30y + 25 s.t
2x+2y+0z 100
2x+1ly+1z 100
Ix+2y+22 100 and,Yy,zall 0 Find the optimal solution.
23. Obtain the dual of the following linear programming problem.
MaximizeZ = 2x + 5y + 6z s.t.

5x+6y—1z 3
“Ix+1ly+3z 4
xX—2y—Ix 10
Ix—-2y+52 3

X+ 7y -2 =2anky,zal O
24. Use dual simplex method for solving the given problem.
MaximizeZ =2a—2b —4c s.t
2a+3p+5 2
3a+ly+7z 3
la+4b+6¢c 5anda b,cal 0
25. Find the optimum solution to the problem given:
MaximizeZ = 15 + 45y s.t.
Ix+ 16y 240
5x+2 162
Ox+ 1y 50 and botxandy O

If Z,,.x@ndc, is kept constant at 45, find how muchcan be changed without affecting the
optimal solution.

26. MaximizeZ=3a+ 5 + 4c s.t.
2a+3+0c 8
da+2b+5 10
3a+2+4<15anda, b,call 0

Find the optimal solution and find the range over which resource Ne.2bg) can be
changed maintaining the feasibility of the solution.

27. Define and explain the significance of Slack variable, Surplus variable, Artificial variable in
linear programming resource allocation model.
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28. Explain how a linear programming problem can be solved by graphical method and give
limitations of graphical method.
29. Explain the procedure followed in simplex method of solving linear programming problem.
30. Explain the terms:
(a) Shadow price,
(b) Opportunity cost,
(c) Key column,
(d) Keyrow
(e) Key number and
(f) Limiting ratio.



CHAPTER -4

Linear Programming: II

Transportation Model

4.1. INTRODUCTION

In operations Research Linear programming is one of the model in mathematical programming, which
is very broad and vast. Mathematical programming includes many more optimization models known as
Non - linear Programming, Stochastic programming, Integer Programming and Dynamic Programming

- each one of them is an efficient optimization technique to solve the problem with a specific structure,
which depends on the assumptions made in formulating the model. We can remember that the general
linear programming model is based on the assumptions:

(a) Certainty

The resources available and the requirement of resources by competing candidates, the profit
coefficients of each variable are assumed to remain unchanged and they are certain in nature.

(b) Linearity

The objective function and structural constraints are assumed to be linear.
(¢) Divisibility

All variables are assumed to be continuous; hence they can assume integer or fractional values.
(d) Single stage

The model is static and constrained to one decision only. And planning period is assumed to be
fixed.

(€) Non-negativity

A non-negativity constraint exists in the problem, so that the values of all variables are 6 be
i.e. the lower limit is zero and the upper limit may be any positive number.

(f) Fixed technology
Production requirements are assumed to be fixed during the planning period.
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(g9) Constant profit or cost per unit

Regardless of the production schedules profit or cost remain constant.
Now let us examine the applicability of linear programming modelr@msportation and
assignment models

4.2. TRANSPORTATION MODEL

The transportation model deals with a special class of linear programming problem in which the objective
is to transport a homogeneous commodity from various origins or factories to different
destinations or markets at a total minimum cost.

To understand the problem more clearly, let us take an example and discuss the rationale of
transportation problem. Three factoridsB and C manufactures sugar and are located in different
regions. FactoryA manufacturesh, tons of sugar per year aBdmanufactures, tons of sugar per
year andC manufacture$; tons of sugar. The sugar is required by four maMétX, Y andZ. The
requirement of the four markets is as follows: Demand for sugar in MatkedsYandZ is d,, d,, d;
andd, tons respectively. The transportation cost of one ton of sugar from each factory to market is
given in the matrix below. Thabjective is to transport sugar from factories to the markets at a minimum
total transportation cost.

Markets Transportation cost per ton in Rs. vailAbility in tong
w X Y Z
A C11 Ci2 Ci3 Cisg bl
Factories B o1 Cos Coa Con b,
C C3q C3o Ca33 Ca4 bs
Demand in d; d, d, d, bj/ dj
Tons.

For the data given above, the mathematical model will be:
Minimize Z = ¢y X3 + C1p Xqp + Ci3 Xg3 + Cig Xqq + Cog Xp1 + Cop Xpp + Co3 Xoz + Cpg Xou +
C31X31 * C32 X3p + C33 X33 * C34 X34 SUbjECt t0 @ condition———— OBJECTIVE FUNCTION.

Ayq Xuq t8g0 X0 + 813 Xq3 + @14 Xq4 | by (because the sum must be less than or equal to the
available capacity)

Bp1 X1+ Bpp Xp + Bz X3+ By Xp4 ! Dy

Qg1 Xgq + By Xgp + g3 Xg3 + Ay Xgq | by — MIXED STRUCTURAL CONSTRAINTS.

1 X1y a8y Xo1 + 83 Xg1 " Oy
(because the sum must be greater than or equal to the demand

A1, Xip+ 8y Xo tagrXg " Oy of the market. We cannot send less than what is required)

A3 X13+ By3Xp3 t 833 X33 " g

By X4t g Xpq + B34 X34 dy a@nd

All X andxji are" 0 wherei = 1,2,3 and = 1,2,3,4. (This is because we cannot

supply negative elements}—NON-NEGATIVITY
CONSTRAINT.
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The above problem has got the following properties:

1. It has an objective function.

2. It has structural constraints.

3. It has a non-negativity constraint.

4. The relationship between the variables and the constraints are linear.

We know very well that these are the propertiea biiear programming problem. Hence the
transportation model is alsdimear programming problem. But aspecial type of linear programming
problem.

Once we say that the problem has got the characteristics of linear programming model, and then
we can solve it by simplex method. Hence we can solve the transportation problem by using the
simplex method. As we see in the above given transportation model, the structural constraints are of
mixed type. That is some of them ard ofpe and some of them are btype. When we start solving
the transportation problem by simplex method, it takes more time and laborious. Hence we use
transportation algorithm or transportation method to solve the problem. Before we discuss the
transportation algorithm, let us see how a general model for transportation problem appears. The
general problem will haven' rows andr' columnsi.e., m x n matrix.

n m
Minimize Z = G Xj s.t. wherd = 1 tomandj = 1 ton.
j=1 i=1

m

3 % b wherei = 1tomandj =1 ton
i=1

3 Xi dj wherei = 1 tomandj =1 ton
j=1

4.3. COMPARISON BETWEEN TRANSPORTATION MODEL AND GENERAL LINEAR
PROGRAMMING MODEL

Similarities
1. Both have objective function.
Both have linear objective function.
Both have non - negativity constraints.
Both can be solved by simplex method. In transportation model it is laborious.

A general linear programming problem can be reduced to a transportation prolaletinaf (
a;'s (coefficients of the structural variables in the constraints) are restricted to the values 0
and/or 1 andk) There exists homogeneity of units among the constraints.

AR

Differences

1. Transportation model is basically a minimization model; where as general linear programming
model may be of maximization type or minimization type.
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The resources, for which, the structural constraints are built up is homogeneous in
transportation model; where as in general linear programming model they are different. That
is one of the constraint may relate to machine hours and next one may relate to man-hours
etc. In transportation problem, all the constraints are related to one particular resource or
commodity, which is manufactured by the factories and demanded by the market points.
The transportation problem is solved by transportation algorithm; where as the general linear
programming problem is solved by simplex method.

The values of structural coefficient®(x;) are not restricted to any value in general linear
programming model, where as it is restricted to values either 0 or 1 in transportation problem.
Say for example:

Let one of the constraints in general linear programming modet is32+10z! 20. Here

the coefficients of structural variablgsy andz may negative numbers or positive numbers

of zeros. Where as in transportation model, say for exaxptex;, + X;5 + X;, = b; = 20.
Suppose the value of variabbes, andx;, are 10 each, then 10 +X, + 0.X;53+ 10 = 20.

Hence the coefficients of; andx,, are 1 and that of;, andx,; are zero.

4.4. APPROACH TO SOLUTION TO A TRANSPORTATION PROBLEM BY USING
TRANSPORTATION ALGORITHM

The steps used in getting a solution to a transportation problem is given below:

4.4.1. Initial Basic Feasible Solution

Step 1. Balancing the given problem. Balancing means check whether sum of availability constraints

Step Il.

must be equals to sum of requirement constraints. Thdgiss d; . Once they are equal,
go to step two. If not by openindaummy rowor Dummy columialance the problem. The
cost coefficients of dummy cells are zero. i is greater than d;, then open a dummy

column, whose requirement constraint is equalsdo— d; and the cost coefficient of
the cells are zeros. In case ifl; is greater than b, then open a dummy row, whose

availability constraint will be equals tod; — b, and the cost coefficient of the cells are

zeros. Once the balancing is over, then go to second step. Remember while solving general
linear programming problem to convert an inequality into an equation, we add (for maximization
problem) a slack variable. In transportation problem, the dummy row or dummy column,
exactly similar to a slack variable.

A .Basic feasible solution can be obtained by three methods, they are
(@ North - west corner method.

(b) Least - cost cell method. (Or Inspection method Or Matrix minimum - row minimum
- column minimum method)

() Vogel's Approximation Method, generally known as VAM.

After getting the basic feasible solutidmnf(s) give optimality test to check whether
the solution is optimal or not.

There are two methods of giving optimality test:
(a) Stepping Stone Method.
(b) Modified Distribution Method, generally known B&DI method.
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4.4.2.Properties of a Basic feasible Solution

1. The allocation made must satisfy the rim requiremerds,it must satisfy availability
constraints and requirement constraints.

2. It should satisfy non negativity constraint.

3. Total number of allocations must be equalno+(n — 1), whererh' is the number of rows
and h' is the number of columns. Consider a valusmef4 andn = 3,i.e. 4 x 3 matrix. This
will have four constraints dftype and three constraints dftype. Totally it will have 4 +
3 (i.e m+ n) inequalities. If we consider them as equations, for solution purpose, we will
have 7 equations. In case, if we use simplex method to solve the problem, only six rather
than seen structural constraints need to be specified. In view of the fact that the sum of the
origin capacities (availability constraint) equals to the destination requirements (requirement
constraint)i.e., b= d, any solution satisfying six of the seven constraints will
automatically satisfy the last constraint. In general, therefore, if thereta@ws andr
columns, in a given transportation problem, we can state the problem completaty with
n—1 equations. This means that one of the rows of the simplex tableau represents a redundant
constraint and, hence, can be deleted. This also means that a basic feasible solution of a

transportation problem has onty+ n — 1 positive components. Ifb, = d,, it is always
possible to get a basic feasible solution by North-west corner method, Least Cost cell method
or by VAM.

4.4.3. Basic Feasible Solution by North - West corner Method

Let us take a numerical example and discuss the process of getting basic feasible solution by
various methods.

Example 4.1.Four factoriesA, B, C andD produce sugar and the capacity of each factory is given
below: FactoryA produces 10 tons of sugar aBdoroduces 8 tons of sugdt, produces 5 tons of

sugar and that db is 6 tons of sugar. The sugar has demand in three matRémndZ. The demand

of marketX is 7 tons, that of markatis 12 tons and the demand of markeés$ 4 tons. The following

matrix gives the transportation cost of 1 ton of sugar from each factory to the destinations. Find the
Optimal Solution for least cost transportation cost.

Cost in Rs. per ton (x 100)
Factories. Markets. Availability in tons.
X Y z

A 4 3 2 0]

B 5 6 1 8

C 6 4 3 5

D 3 5 4 6
Requirement in tons, 7 12 4 b=29, d=23
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Here b is greaterthand hence we have to open a dummy column whose requirement constraint
is 6, so that total of availability will be equal to the total demand. Now let get the basic feasible solution
by three different methods and see the advantages and disadvantages of these methods. After this let us
give optimality test for the obtained basic feasible solutions.

a) North- west corner method

(i) Balance the problem. That is see whethéy = d;. If not open a dummy column or
dummy row as the case may be and balance the problem.

(i) Start from the left hand side top corner or cell and make allocations depending on the
availability and requirement constraint. If the availability constraint is less than the requirement
constraint, then for that cell make allocation in units which is equal to the availability constraint.
In general, verify which is the smallest among the availability and requirement and allocate
the smallest one to the cell under question. Then proceed allocating either sidewise or down-
ward to satisfy the rim requirement. Continue this until all the allocations are over.

(iii) Once all the allocations are ovieg., both rim requirement (column and rae., availability
and requirement constraints) are satisfied, write allocations and calculate the cost of
transportation.
Solution by North-west corner method:

X Y Z Dummy Availability
(o T @ O o:«
H Lo K o]
B i
6 4 3 0
) Lo o [4] ® H Lo} s
3] H [4] Lo} ¢
b ® ®
Requirement. 7 12 5 5 29

For cellAXthe availability constraint is 10 and the requirement constraint is 7. Hence 7 is smaller
than 10, allocate 7 to cellX. Next 10 — 7 = 3, this is allocated to cAN to satisfy availability
requirement. Proceed in the same way to complete the allocations. Then count the allocations, if it is
equals tan+n— 1, then the solution sasic feasible solutionThe solution, we got havkallocations
which is =4 + 4 — 1 = 7. Hence the solution is basic feasible solution.
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Destination()
Availability

C‘/Cost of the cell ij
7

Factory () Xy Units allocated to cell i
Opportunity cost———» 0,
Requirement
Now allocations are:
From To Units in tons Cost in Rs.
A X 7 7x4=28
A Y 3 3x3=09
B Y 8 8x6=48
C Y 1 1x4=04
C z 4 4x3=12
D VA 1 1x4=04
D DUMMY 5 5x0=00
Total in Rs. 105

4.4.4. Solution by Least cost cell (or inspection) Method: (Matrix Minimum
method)

(i) 1dentify the lowest cost cell in the given matrix. In this particular example it is = 0. Four cells
of dummy column are having zero. When more than one cell has the same cost, then both the cells are
competing for allocation. This situation in transportation problem is knowie.as'o break the tie,
select any one cell of your choice for allocation. Make allocations to this cell either to satisfy availability
constraint or requirement constraint. Once one of these is satisfied, then mark crosses (x) in all the
cells in the row or column which ever has completely allocated. Next search for lowest cost cell. In
the given problem it is cell BZ which is having cost of Re.1/- Make allocations for this cell in similar
manner and mark crosses to the cells in row or column which has allocated completely. Proceed this
way until all allocations are made. Then write allocations and find the cost of transportation. As the
total number of allocations avewhich is equals to 4 + 4 — 1 = 7, the solution is basic feasible solution.
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(Note: The numbers under and side of rim requirements shows the sequence of allocation and the units
remaining after allocation)

Allocations are:

From To Units in tons Cost in Rs.
A Y 8 8x3=24
A z 2 2x2=04
B z 3 3x1=03
B DUMMY 5 5x0=00
C X 1 1x6=06
C Y 4 4x4=16
D X 6 6x3=18
Total in Rs. 71

4.4.5. Solution by Vogel's Approximation Method: (Opportunity cost method)

(i)

In this method, we use conceptagfportunity cost. Opportunity cost is the penalty for not
taking correct decisionlo find the row opportunity cost in the given matrix deduct the
smallest element in the row from the next highest element. Similarly to calculate the
column opportunity cost, deduct smallest element in the column from the next highest
element. Write row opportunity costs of each row just by the side of availability constraint
and similarly write the column opportunity cost of each column just below the requirement
constraints. These are known as penalty column and penalty row.

The rationale in deducting the smallest element form the next highest element is:

Let us say the smallest element is 3 and the next highest element is 6. If we transport one unit
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(i)
(iii )

(iv)

through the cell having cost Rs.3/-, the cost of transportation per unit will be Rs. 3/-.
Instead we transport through the cell having cost of Rs.6/-, then the cost of transportation
will be Rs.6/- per unit. That is for not taking correct decision; we are spending Rs.3/- more
(Rs.6 — Rs.3 = Rs.3/-)This is the penalty for not taking correct decision and hence the
opportunity cost. This is the lowest opportunity cost in that particular row or column as
we are deducting the smallest element form the next highest element.

Note: If the smallest element is three and the row or column having one more three,

then we have to take next highest element as three and not any other element. Then

the opportunity cost will be zero. In general, if the row has two elements of the same
magnitude as the smallest element then the opportunity cost of that row or column is
zero.

Write row opportunity costs and column opportunity costs as described above.

Identify the highest opportunity cost among all the opportunity costs and write & fick (
mark at that element.

If there are two or more of the opportunity costs which of same magnitude, then select any
one of them, to break the tie. While doing so, see that both availability constraint and
requirement constraint are simultaneously satisfied. If this happens, we may not get basic
feasible solution.e solution withm + n — 1 allocations. As far as possible see that both are
not satisfied simultaneously. In case if inevitable, proceed with allocations. We may not get
a solution withm+n— 1 allocations. For this we can allocate a small element ep$ijdo (

any one of the empty cells. This situation in transportation problem is known as degeneracy.
(This will be discussed once again when we discuss about optimal solution).

In transportation matrix, all the cells, which have allocation, are knowoadsd cellsand

those, which have no allocation, are knowreagpty cells

(Note: All the allocations shown in matrix 1 to 6 are tabulated in the matrix given Below:

X Y Z Dummy Availability
4 3 2 0 10
. 0, O O
H Lo L1 o] s
B ©)
L] [+ 13 Lo s
C ®
6
I P 3 R 5 R FY RN T
Requirement. 7 12 29
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X Y
X Y zZ DMY 4)

® | 11 N , A

Consider matrix (1), showing cost of transportation and availability and requirement constraints.
In the first row of the matrix, the lowest cost element is O, for the cell A-Dummy and next highest
elementis 2, for the cell AZ. The difference is 2 — 0 = 2. The meaning of this is, if we transport the load
through the cell A-Dummy, whose cost element is 0, the cost of transportation will be = Rs.0/- for
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each unit transported. Instead, if we transport the load through the cell, AZ whose cost element is Rs.
2/- the transportation cost is = Rs.2/- for each unit we transport. This means to say if we take decision
to send the goods through the cell AZ, whose cost element is Rs.2/- then the management is going to
loose Rs. 2/- for every unit it transport throu§A Suppose, if the management decide to send load
through the celAX, Whose cost element is Rs.4/-, then the penalty or the opportunity &sst/is

We write the minimum opportunity cost of the row outside the matrix. Here it is shown in brackets.
Similarly, we find the column opportunity costs for each column and write at the bottom of each
corresponding row (in brackets). After writing all the opportunity costs, then we select the highest
among them. In the given matrix it is Rs.3/- for the r@vandC. This situation is known as tie.

When tie exists, select any of the rows of your choice. At present, let us select ieNow in that

row select the lowest cost cell for allocation. This is because; our objective is to minimize the
transportation cost. For the problem, iDisdummy, whose cost is zero. For this cell examine what

is available and what is required? Availability is 6 tons and requirement is 5 tons. Hence allocate 5 tons
to this cell and cancel the dummy row from the problem. Now the matrix is reduced to 3 x 4. Continue
the above procedure and for every allocation the matrix goes on reducing, finally we get all allocations
are over. Once the allocations are over, count them, if thermare — 1 allocations, then the solution

is basic feasible solution. Otherwise, ttegeneracyoccurs in the problem. To solve degeneracy, we
have toadd epsilon($), a small element to one of the empty cells. This we shall discuss, when we
come to discuss optimal solution. Now for the problem the allocations are:

From To Load Cost in Rs
A X 3 3x4=12
A Y 7 7x3=21
B X 3 3x5=15
B VA 5 5x1=05
C Y 5 5x4=20
D X 1 1x3=03
D DUMMY 5 5x0=00

Total Rs. 76

Now let us compare the three methods of getting basic feasible solution:
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Inspection or least cost cell

North — west corner method.
method

Vogel's Approximation Method

1. The allocation is made The allocations are madeThe allocations are made
from the left hand side top depending on the cost of thedepending on the opportunity
corner irrespective of the cogtcell. Lowest cost is first cost of the cell.
of the cell. selected and then next highest

etc.

2. As no consideration is As the cost of the cell i$ As the allocations are mad

0]

given to the cost of the cell, considered  while  making depending on the opportunity
naturally the total| allocations, the total cost qgfcost of the cell, the basic feasible
transportation cost will be transportation will be solution obtained will be ven
higher than the other comparatively less. nearer to optimal solution.
methods.

3. It takes less time.