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1. Introduction

 Digital signal processing (DSP) is concerned with the

representation of signals in digital form and with the processing

of these signals and the information that they carry.

 DSP, began to flourish in the 1960's, some of the important and

powerful processing techniques that are in use today may be

traced back to numerical algorithms that were proposed and

studied centuries ago.

 Since the early 1970's, when the first DSP chips were introduced,

the field of digital signal processing has evolved dramatically.

 DSP has become an integral part of many commercial products

and applications, and is becoming a common place term.
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1.1 Sampling

Most discrete-time signals come from sampling a

continuous-time signal.

 Such as speech and audio signals, radar and sonar

data, and seismic and biological signals.

 The process of converting these signals into digital

form is called analog-to-digital (A/D) conversion.

 The reverse process of reconstructing an analog

signal from its samples is known as digital-to-

analog (D/A) conversion.



1.2 Analog to Digital Conversion (A/D)

 An A/D converter transforms an analog signal into a digital

sequence. The input to the A/D converter, 𝒙𝒂(t), is a real-valued

function of a continuous variable, t.

 For each value of t, the function 𝒙𝒂(t) may be any real number.

 The output of the A/D is a bit stream that corresponds to a

discrete time sequence, x(n), with an amplitude that is

quantized, for each value of n, to one of a finite number of

possible values.

 The components of an A/D converter are shown in Fig. 1.1. The

first is the sampler, which is sometimes referred to as a

continuous- to-discrete (C/D) converter, or ideal A/D converter.



 The sampler converts the continuous-time signal 𝒙𝒂(t) into a

discrete-time sequence x(n) by extracting the values of 𝒙𝒂(t)

at integer multiples of the sampling period, 𝑻𝒔.

 The samples 𝒙𝒂 (n𝑻𝒔 ) have a continuous range of possible

amplitudes.

 The second component of the A/D converter is the quantizer,

which maps the continuous amplitude into a discrete set of

amplitudes.

 For a uniform quantizer, the quantization process is defined by

the number of bits and the quantization interval Δ.

 The last component is the encoder, which takes the digital signal

x’(n) and produces a sequence of binary code words.



Fig. 1.1  The components of  an analog-to-digital converter

1.2.1  Periodic Sampling 

 Typically, discrete-time signals are formed by periodically sampling 

a continuous-time signal 

 The sample spacing 𝑻𝒔, is the sampling period, and 𝒇𝒔=1/𝑻𝒔, is the

sampling frequency in samples per second. This sampling

process is illustrated in Fig. 1.2(a). First, the continuous-time

signal is multiplied by a periodic sequence of impulses.



To form the sampled signal 

Sampled signal is converted into a discrete-time signal by

mapping the impulses that are spaced in time by 𝑻𝒔 into a

sequence x(n) where the sample values are indexed by the

integer variable n:

This process is illustrated in Fig. 1.2(b). 



Fig. 1.2. Continuous-to discrete conversion. (a) A model that consists of

multiplying 𝒙𝒂(t) by a sequence of impulses. followed by a system that

converts impulses into samples. (b) An example that illustrates the

conversion process.





Example 1.2.1 



 As illustrated in Example 1.2.1, if 𝒙𝒂(t) is strictly band limited so that the highest
frequency in 𝒙𝒂(t) is Qo, and if the sampling frequency is greater than 2Qo



 Signals that are found in physical systems will never be strictly

band limited.

 An analog anti- aliasing filter is typically used to filter the signal

prior to sampling in order to minimize the amount of energy above

the Nyquist frequency.

 To reduce the amount of aliasing that occurs in the A/D converter.

1.2.2 Quantization and Encoding

 A quantizer is a nonlinear and noninvertible system that

transforms an input sequence x(n).

 That has a continuous range of amplitudes into a sequence

for which each value of x(n) assumes one of a finite number

of possible values. This operation is denoted by



Fig. 1.3. A quantizer with nine decision levels that divide the input

amplitudes into eight quantization intervals and eight possible quantizer

outputs. X’k.



Quantizers may have quantization levels that are either uniformly

or non uniformly spaced. When the quantization intervals are

uniformly spaced.

 Δ is called the quantization step size or the resolution of the

quantizer.

 Quantizer is said to be a uniform or linear quantizer, the number

of levels in a quantizer is generally of the form

 In order to make the most efficient use of a (B + 1) bit binary

code word.



 A 3-bit uniform quantizer in which the quantizer output is

rounded to the nearest quantization level is illustrated in Fig. 1-4.

 With L =𝟐𝑩+𝟏 quantization levels and a step size Δ, the range of

the quantizer is



Fig. 1-4.  A 3-bit uniform quantizer



 A useful model for the quantization process is given in Fig. 1-5. Here, the

quantization error is assumed to be an additive noise source.

 Because the quantization error is typically not known, the quantization

error is described statistically.

 It is generally assumed that e(n) is a sequence of random variables where

1. The statistics of e(n) do not change with time (the quantization noise is a

stationary random process).

2. The quantization noise e(n) is a sequence of uncorrelated random

variables.

3. The quantization noise e(n) is uncorrelated with the quantizer input x(n).

4. The probability density function of e(n) is uniformly distributed over the

range of values of the quantization error.

 It is easy to find cases in which these assumptions do not hold (e.g., if

x(n) is a constant), they are generally valid for rapidly varying signals

with fine quantization (𝜟 small).
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Fig. 1-5.  A quantization noise model

 With rounding, the quantization noise is uniformly distributed

over the interval [-Δ/2, Δ/2], and the quantization noise power

(the variance) is



 Thus, the signal-to-quantization noise ratio increases approximately 6 dB

for each bit. The output of the quantizer is sent to an encoder, which

assigns a unique binary number (codeword) to each quantization level.

 Any assignment of codewords to levels may be used, and many coding

schemes exist.

 Most digital signal processing systems use the two's-complement

representation. In this system, with a (B + 1) bit codeword,



1.3 Digital to Analog Conversion



Fig. 1-6.  (a) A discrete-to-continuous converter with an ideal  low-

pass  reconstruction  filter.  (h) The frequency response of  the ideal 

reconstruction filter. 





Fig. 1-7.  The use of  a zero-order hold to interpolate between the samples in xs(t)



Fig. 1-8. (a) The magnitude of the frequency response of a zero-order hold

compared to the ideal reconstruction filter. (b) The ideal reconstruction

compensation filter.



 In fact that continuous-time signal processing can be

implemented through the process of sampling.

 Thus, basic digital processing of continuous-time signals

proceeds in three stages:

1. The continuous-time signal is digitized, i.e., it is sampled,

quantized, and coded to a finite number of bits (A/D conversion).

2. The digitized samples are processed by a digital signal

processor.

3. The resulting output samples of the processor is converted back

into continuous-time form by an analog reconstructor (D/A

conversion).

1.4 Sampling and Reconstruction



 The digital signal processor can be programmed to perform a

variety of signal processing operations.

 Such as filtering, spectrum estimation, and other DSP

algorithms.

 The digital signal processor may be realized by general

purpose computer, minicomputer, special purpose DSP chip.



 Most signals encountered are analog in nature, such signals are

continuous in range and domain.

 Analog systems to extract some desired information or to change their

characteristics. But there are many reasons for processing analog

signals digitally:

1. A digital programmable system allows flexibility in reconfiguring the

digital signal processing operation simply by changing the program.

2. Digital signal processing provides better control of accuracy

requirements. This is normally associated with the accuracy

requirements of the A/D converter and the digital signal processor.

3. Digital signals are easily stored, without deterioration or loss of signal

fidelity.

4. Digital implementation of the signal processing system is cheaper than

its analog counterpart.



 Some examples are digital signal processing techniques in

speech processing and signal transmission on telephone

channels, image processing and transmission, processing of

signals received from outer space, and in a vast variety of other

applications.

 Digital implementation has its limitations, however, speed of

operation of A/D converters and digital signal processors is one.

 Wide bandwidth require fast sampling rate A/D converters and

digital signal processors.



1.5 Sampling Theorem

A typical method of obtaining a discrete-time representation of a

continuous-time signal is through periodic sampling, where in a

sequence of samples x[nT] is obtained from a continuous-time

signal x(t).

 Time is discretized in units of  the sampling interval T, i.e., t = nT, n= 0,1,2,...



 Sampling introduces a very drastic chopping operation of and

therefore will introduce high x(t) frequency components into

the frequency spectrum.

 Every frequency component of the original signal is

periodically replicated over the entire frequency axis, with

period given by the sampling rate



 In general, we will consider what the effect of sampling on the

characteristics of the signal will be. Consider a continuous-time

complex sinusoid at frequency fo,

 The Fourier transform of the continuous-time complex sinusoid

x(t) is X(f) and that of the sampled complex sinusoid x(nT) is Xd(f),

obtained by using appropriate Fourier transforms, i.e.,



 The magnitude response of these transforms are shown below.

Note that the sampling process generates high frequency

components that appear regularly.

 These components are replicas of the original continuous

signal spectrum periodically replicated over the entire

frequency axis with period the sampling rate fs= 1/T.



 The sampling Theorem provides a quantitative measure on how

to choose the sampling interval T (i.e., the lower bound for the

sampling rate fs).

 The condition on T is very important in that T must be small

enough to capture signal variations but not too small to avoid

processing too many samples.

 A quantitative criterion is provided by the sampling theorem.

The criterion of the sampling theorem may be stated as follows:

for accurate representation of x(t) by its samples x(nT), two

conditions must be met:



1. The signal must be band limited, taht is, its frequency

spectrum must be limited x(t) to contain frequencies up to

some maximum frequency, i.e., f  fmax

2. The sampling rate must satisfy the condition that it must, at

least, be twice the fs highest frequency contained in the

spectrum of the continuous-time signal x(t), i.e.,

 A typical band limited spectrum of a continuous-time signal is shown

below. The highest frequency





Antialiasing prefilters:- Most signals are not band-limited and

hence hey must be made so by low pass filtering before sampling. This

is done by an analog low pass prefilter known as an antialiasing

prefilter. The cutoff frequency of the prefilter, fmax , must be at most

equal to the Nyquist frequency fs/2.



Example:

1. Digital audio: we wish to digitize a music piece at a sampling rate of

40 kHz. The piece must be pre filtered to 20 kHz.

2. The spectrum of speech pre filtered to about 4 kHz results in very

intelligible speech. In digital speech applications it is adequate to

use a sampling rate of about 8 kHz and pre filter the speech

waveform to about 4 kHz.



Solved Problems 




















