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2.1 Introduction

* The concept of a probability space that completely
describes the outcome of a random experiment has
been developed in Chapter-1, but a systematic and
unified procedure is needed to facilitate making
these statements, which can be quite complex.

* One of the immediate steps that can be taken in this
unifying attempt 1s to require that each of the
possible outcomes of a random experiment be
represented by a real number.

* In this way, when the experiment 1s performed, each
outcome is identified by its assigned real number
rather than by its physical description.



Cont...

* This procedure not only permits to replace a sample
space of arbitrary elements by a new sample space
having only real numbers as its elements,

 But also; since most problems i1n science and
engineering deal with quantitative measures; which
leads sample spaces associated with many random
experiments of interest and these are already themselves
sets of real numbers; the real-number assignment
procedure 1s thus a natural unifying agent.

* So, introducing a variable , which 1s used to represent
real numbers, the values of which are determined by
the outcomes of a random experiment; leads to the
notion of a random variable 1s necessary.



2.2 RANDOM VARIABLES

A random variable X 1s a function that assigns a real number X(w)

to each outcome w 1n the sample space 2 of a random experiment.

Generally a random variable is represented by a single letter X

instead of the function X(w).

The sample space 2 is the domain of the random variable and the
set Ry of all values taken on by X 1s the range of the random

variable.

Thus, Ry 1s the subset of all real numbers.
@)

X (w) =x
» Real Line
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* [f X'1s a random variable, then fw: X(w)< x}={X< x} 1s an event

for every X in Ry.

Example 2.1: Consider a random experiment of tossing a fair coin
three times. The sequence of heads and tails 1s noted and the
sample space Q is given by:

Q={HHH,HHT,HTH,THH,THT, HTT,TTH, TTT}

» Let X be the number of heads in three coin tosses. X assigns each
possible outcome @ 1n the sample space £ a number from the set
R={0, 1, 2, 3}.

w: HHH HHT HTH THH THT HITT TTH TIT
X(w):3 2 2 2 1 1 1 0



2.3 Events Defined by Random Variable

Let X be a random variable and x be a fixed real value,
and event AXx define the subset of S that consists of all
real sample points to which the random variable X
assigns the number x. That 1s,

Ax ={w | X(W)=x}=[X =x]

Since Ax is an event, it will have a probability, which we
define as: p=P[AX]

Other types of events can define in terms of a random
variable.

For fixed numbers x, a, and b, we can define the
following:

X =x]={w | X(w)=xj}
X > x[={w | X(W)>x}
a <X <b]={w | a <X(w)<b}
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* These events have probabilities that are denoted by;

v P[X <x]is the probability that X takes a value less
than or equal to x.

v P[X > x]is the probability that X takes a value greater
than x; this 1s equal to 1-P[X <x].

v P[a <X <Db] 1s the probability that X takes a value
that strictly lies between a and b.

Example 2.2 :- Consider an experiment in which a fair
coin 1s tossed twice.

» The sample space consists of four equally likely
sample points: S={HH,HT,TH,TT}
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» Let X denote the random variable that counts the
number of heads in each sample point.

» Thus X has the range {0,1,2}.

» If we consider[X <1], which is the event that the

number of heads is at most 1, we obtain [X
<1]={TT,TH,HT}

» P[X <1|=P[TT]+P[TH]+P[HT])
=P[X =0]+P[X =1]
=1/4+1/2=3/4



mulative Distribution Function

The distribution function (or cumulative distribution function
(cdf)) of a random variable X 1s defined as the probability of the

event {IX<x. F,(x)=P(X<x) ; =-oox0

Properties of the cdf. F(x):

The cdf has the following properties.
.. F,(x)1s anon -negative function, Le.,

0<F,(x)<1
1. ImF,(x) =1

X—> 0

iii. lim F,(x) =0

X—>—00
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iv. F(x) 1sa non -decreasing function of X,1.e.,
If x,< x,, then F\,.(x;) < Fy(x,)

v. P(x; <X <x))=Fy(x,)—Fy(x)
vi. P(X>x)=1-P(X <x)=1-F,(x)

Example 2.3: Find the cdf & draw its graph, of the random variable
X which 1s defined as the number of heads in three tosses of a fair

coin.
Solution:
v We know that X takes on only the values 0, 1, 2 and 3 with
probabilities 1/8, 3/8, 3/8 and 1/8 respectively.
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v Thus, Fy(x) is simply the sum of the probabilities of the

outcomes from the set {0, 1, 2, 3} that are less than or

equal to x. P
il
) z
0, x<O0 : I
1/8, x<0 {
AF(x)=41/2, x<1 1. _
7/8, x<2 Graph of Fy(x)
§
|
x=>3 T
- e
*)=0 LS
Fx(oo)=1 | ) 3
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Example 2.4:-The CDF of the random variable X 1s

given by 0 x <0
1 ]
Fy (1) — I-I—E []EIEE

1

] > -

2

(a) Draw the graph of the CDF
(b) Compute P[X>1/4 ]
Solution
(a) The graph of the CDF 1s drawn next slide.
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Fy(x)

1

X

l

(b) The probaioility that X 1s greater than % 1s
1 1 1
P[X:::- 1] — 1 —P[Xg H] —1 _FX(E)
1 1
=1- (i + E)
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2.5 Tvpes of Random Variables

= There are two basic types of random variables.

i. Discrete Random Variable

v" A discrete random variable is a random variable that can
take on at most a countable number of possible values, either

finite or countably infinite.

v A discrete random variable is defined as a random variable
whose cdf, Fx(x), i1s a right continuous, staircase function

of X with jumps at a countable set of points x,, x;, x,,......

v The cdf of a discrete random variable X can be obtained by

Fy(x)= D Pe(x)U(x—x,)

Xp <X

using the formula:
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il. Continuous Random Variable
v" A Continuous random variable is a random
variable that can an uncountable set of

possible values.

v It is defined as a random variable whose ¢df,
F(x), 1s continuous every where and can be

written as an integral of some non-negative

function f(x), 1.e.,

Fr(@)= [ fy@du



2.6 The Probability Mass Function (PMFE)

* The probability of a random variable equal to a number 1s

called the probability mass function (pmf).

* The probability mass function (pmf) of a discrete random

variable X i1s defined as:

Py(X =x;)=Py(x;)=Fy(x;)— Fy(x.,)
* Since P(X=x)=0 for any x for continuous random variables, pmf
does not exist in the case of the continuous random variable.
1 Properties of the pmf, Py (x;):

i. 0 < P,(xk)<1, k=1,2,.....
ii. Py(x)=0,if x=x,,k=1,2,.....

iii. > Py(x;)=1
k



Cont...

Example 2.5 :- [f PMF of X 1s given as bellow; find its CDF?
1/4 x=0

pxx)y{y1/2 x=1
/4 x=2

Solution
0 x <0
- 1/4 0<x<1
FXXV13/4 1=x<2
1 x=2

* Thus, the granh ot the CDF 1s:

v(x)

* Its CDF is given by;

. \

b= |l

=i

i :
0O 1 2
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Example 2.6 Let the random variable X denote the

sum obtamned 1n rolling a pair of fair dice.
Determine the PMF of X.

Solution

* Let the pair ( a, b) denote the outcomes of the roll,
where a 1s the outcome of one die and b 1s the
outcome of the other.

 Thus, the sum of the outcomes 1s X =atb. The
different events defined by the random variable X are
as follows:



(X =2] = {(,
(X =3] = {1,
(X =4] = {(1,
(X =5] = {1,
(X = 6] = {(,
(X =71 = {(,
(X =8] = {2,
[X = 9] = {(3,
[X = 10] = {(4,
[X = 11] = {(5.

[X = 12] = {(6,
12/2/2020

1)}
2),
3),
4),
3),
6),
6),
6),
6),
6),

6)}

(2,
(2,
(2,
(2,
(2,
(3,
(4,
(5,
=)}

(6

Cont...

1)}
2),
3),
4),
3),
3),
3),
3),

i
oy
o

, 1)}
ey

, 4),
s D,
» D]
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s (4.2),(5,1)}
. 4),

(4.3), (5,.2), (6, 1)}

(5,3),(6,2)}
(6, 3)}

20
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* Since there are 36 equally likely sample points in the

sample space, the PMF of X 1s given by

1 /36
230
37306
4 /30
5/36
Px (x) — O/ 30
5/36
4/36
3/306
230
1 /36

EENRE
OUAWN

— )

10
— 11
12

MMM A A A

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 21



\/
0‘0

Cont...
btaining the PMF from the CDF

We know for a discrete random variable X with PMF
pX(x), the CDF is given by Fx®) =) _px(K)

K=x

Sometimes we are given the CDF of a discrete random

variable and are required to obtain its PMF.

CDF of a discrete random variable has the staircase plot
with jumps at those values of the random variable

where the PMF has a nonzero value.

The size of a jump at a value of a random variable 1s
equal to the value of the PMF at the value.
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Example 2.7 Find the PMF of a discrete random variable X whose

CDF is given by i’ﬁ *;22 )
= A <

Fx(x)=¢1/2 2<x<4
5/8 4<x<6
1 x=6

Solution

* changes valuesat X =0, X =2, X =4, and X =6,

.« px(0)=1/6. At X =2, px(2)= 1/2—1/6=

5/8—1/2=1/8, and px(6)= 1—-5/8=3/8.

* Therefore, the PMF of X 1s }?2
px(x)=1{1/8
3/8

0

12/2/2020 DIMUDMIOT,SoECE PRPBYMuiuken G2012EC
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2.7 The Probability Density Function (PDE)

We define a random variable X to be a continuous
random variable if there exists a nonnegative function
fX(x), defined for all real x€(—o0,00), having the

property that for any set A of real numbers,
P(X eA)= f fy (x)dx
A

= The function fX(x) i1s called the probability density
function (PDF) or simply density function, of the

_dFy(x)
S ) ==

random variable X and 1s defined by,
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» Properties of the pdf, fy(x):
1. For all values of X, f,(x) >0

i f‘; £ (x)dx =1

iii. P(x,<X<x,)= j £ (x)dx

 The pdf does not exist for a discrete random variable
since its associated PDF has discrete jumps and 1s not
differentiable at these points of discontinuity.

 Using the mass distribution analogy, the pdf of a
continuous random variable plays exactly the same
role as the pmt of a discrete random variable.
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 The function fx(x) can be interpreted as the mass
density (mass per unit length).

Example 2.8 :- Assume that X 1s a continuous random
variable with the following PDF:

fr(x) = Ax-x) 0<x {;‘2
| otherwise
(a) What 1s the value of A?
(b) Find P[X > 1].
Solution
(a) Since £X(x) 1s a PDF, we have that



Cont...

0 ( 2 0 )
[ fx@)dx = [ Udx + f A2 - 2)dx + [ (dx = f A2y -2)dv=1
l 2 0

- "
Thus, we obtain
SORL Y.
Al2-L| =1
A
8\ 44
A(‘i—j):T:l
3
A=-
i

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 27



(b) Therefore,

12/2/2020

Cont...

.
PIX > 1|=f fx (x)dx

4f 23:—,1:

o — =] W

4 2

3 3

DMU,DMIoT,SoECE,PRPBYMuiuken G2012EC
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Example 2.9:- Is the followi gzﬁmction a legitimate PDF?

fw=]7 0sx<3

0 otherwise
Solution
* For f(x) to be a legitimate PDF, we need to check to
see if fmwj'(x)dx =],

Nir=| =dx=|=| =
o 09 | 27 |,
» Therefore, f(x) is a legitimate PDF.

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 29
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Example 2.10 Consider the ﬁmC[thIl
1<1<))
=,

- Olherwise

(a) For what value of ¢ 1s g(x) a legitimate PDF?

b)) Find the CDF of the random variable X with the
above PDF.

Solution
(a) For g(x) to be a legitimate PDF, we must have that
' o el
I mg[’r)d'r_l' / ufr-—la:rl,_t —a) =]
o [l
This implies that ¢ = 7 ]_ oy
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(b) The CDF 1is given by

X X IH.

(Eﬂx}:f g{u]du:f el
— ) il h_ﬂ
0 X<d
M a<x<b

b= T

1 xX=>b

12/2/2020 DIMUDMIOT,SoECE PRPBYMuiuken G2012EC
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Example 2.11 Consider the function
. i (<x<h
Xji= = o
/) () otherwise
(a) For what value of b 1s {(x) a legitimate PDF?

b) Find the CDF of the random variable X with the
above PDF.

Solution
(a) For {(x) to be a valid PDF 1n the specified range,

b
[ 2= [t =1
J)

» Thus, b=1.
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(b) The CDF of X is given by

" 0 x<0
F(x) j fw)du ‘xﬂ D<x <1

1 x =1
Example 2.12 The PDF of the time T it takes a bank
teller to serve a customer 1s defined by

1
f'r{f)z{ﬁ 2<rt=<8

0 Ootherwise

(a) What 1s the CDF of T?

(b)What is the probability that a customer 1s served n
less than 5 minutes?
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lution
(a) The CDF of T 1s given by

Fyt) = PLT = 1] — f Fr (e du

e [4].

) |
r — 2

o
1 F = 8

(b) Since T 1s a continuous random variable, the

probability that a customer 1s served in less than 5
minutes 1s given by 5 )

PIT <3]=Fr(d) = =03

12/2/2020 DMU DMIGT,SoECE,PRPBYMuluken G2012EC 34
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Example 2.13 The CDF of the random variable X is

() X<2
defined by Fy()={ A(x—2) 2<x<6
| x>0

(a) What 1s the value of A?
(b) With the above value of A, what 1s P[X > 4]?
(¢c) With the above value of A, what 1s P[3<X <5]?
Solution
(a) To find A, we know that FX(6)=1.

* Thus, from the definition of the CDF we have that

1
Fx() =A6-2)=4A=1=A= 7
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(b) The probability that X 1s greater than 4 1s given by

| |
PIX > 4] =1-PIX <d]=1-Fy(@®)=1-1(4-D) =

(¢c)The probability that X lies between 3 & 5 1s given by

P32 X <0]=Fx() - Fx() = %lﬁ -2)-(3-2))= %

* We can also solve the problem by first finding the
PDF of X as follows: A 2<x<6

d
x(x)=—F (x}=[
Ix dx * () otherwise

|

OO 3]
= Then using the PDF; f JxRE= fz ekl =y

(]
PlX = 4] :f Adx =
4

W o

3
Plﬂfk’fﬁ]:f Adx =
3

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 36
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Example 2.14 The CDF of the random variable Y 1s
defined by  py(=1" y<d

K{il1—e %) y=>0
(a) For what value of K 1s the function a valid CDF?
(b) With the above value of K, what 1s FY(3)?
(c) With the above value of K, what 1s P[2 <Y <0]?
Solution

(a) To find K, we know that FY(x0)=1.

F}’(‘OO]:K[I -B_m]=K(1 -(]]: = K=]
(b) Fy(3)=K{1 —e ) =1-¢7=0.9975.
() P2<Y <x|=PY>2|=1-PY <2]=1-Fy(2).

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 37
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o Thus; PR<¥<n)=1-{l-¢"=¢=00183
* This problem can also be solved by first obtaining the

PDF of Y and then integrating over the appropriate
intervals as follows:

d

fr(y) = d—yFr(y) = ZHE_E}'*,}* > ()

o
ﬁ frdy =1=K[—e 2] = K=1

3
Fy((3) = jl; frody =[—e 2] =1—e°

2
P[2 <Y < oo] = f frdy =[—e ] =e*

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 38



2.8 Expected Value, Variance and Moments
» While a probability distribution [FX (x), pX (x), or f X(x)]
contains a complete description of a random variable X, it 1s
often of interest to seek a set of simple numbers that gives

the random variable some of its dominant features.
e Given the set of data X1,X2,...XN, we know that the
arithmetic average (or arithmetic mean) 1s given

— X1 +Xo+---4+ Xy
X = N

* When the above numbers occur with different frequencies, we
usually assign weights wl,w2,...,wN to them and the so-called
weighted arithmetic mean becomes

Wi1.X1 +wrXo 4+ ---4+wnXn
Wi+ w2+ -+ Wy

X =

* The average 1s a value that 1s representative or typical of a set
of data and tends to lie centrally within a set of data that are
arranged according to their magnitudes.
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Thus, 1t 1s usually called a measure of central tendency.

The term expectation 1s used for the process of averaging
when a random variable 1s involved.

It 1s a number used to locate the ‘“center” of the
distribution of a random variable.

In many situations we are primarily interested in the
central tendency of a random variable, and as will be seen
later, the expectation (or mean or average) of a random
variable can be likened to the weighted arithmetic
average defined above.

Another measure of central tendency of a random
variable 1s 1ts variance, which measures the degree to
which a random variableis spread out.



i
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Expected Value (Mean)

Mean represents the average value of the random variable in a very
large number of trials.

The expectation (or expected value or mean) of a continuous random
variable X, denoted by uyor E(X), is defined as:

py =EX)= [ xf, (x)dx

Similarly, the expected value of a discrete random variable X is :
fy = E(X) =2 %Py (x;)
k

Thus, the expected value of X 1s a weighted average of the possible
values that X can take, where each value is weighted by the probability
that X takes that value.
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Example 2.15 Find the expected value of the random
variable X whose PDF is defined bv

0 X =< a
fx(ﬂ{biﬂ aﬂ_:xgbﬁ
0 x = b |
Solution
0 b 2 01 2
| X X b*—a  (b-a)b+a)
BX — d — —dx: — —
4 [_W’WW fub—a [z(b-a)L N0-0) -0
~b+ta
)
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Example 2.16 Find the expected value of the discrete
random variable X with the followmg PMF:

,'u']x' (I:I- —

nof}) o)

Example 2.17 Find the expected value of the random
variable K with the following PMF:

Solution

.:J'-.k
pmm:Ef A k=012
Solution
E[K]1is given by

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G 2012 EC 43



FlIK] =

Since

we obtain

12/2/2020

Cont...

Z K g (k) = Z: K

ke —0) k=0
o K
— z kl 1 1‘”_‘1
e W — 1)
OO ke—1
A
:l-""mj‘
* kz=l (k — 1)

E[K] = e *e" =

DMU,DMIoT,SoECE,PRPBYMuiuken G2012EC
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Example 2.18 Find the expected value of the random
variable X whose PDF 1s given by

re ™ x>0
X) = =
Jx(x) in x<0

Solution
* The expected value of X 1s given by

E[X] = f  xfx(X)dx = f xhe Mdx
— ()

o0

Let dv = Ae **dx and u = x. This means that v = —e~** and du = dx. Thus, inte-
graling by parts, we obtain

E[X] = [uv]d® —ﬁ vu

o 00 e—Ax o0
— [—xe“’“":]” —|—f e Mdx =0 — [ ]
0 A o

1

A
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ii. Moments of Random Variables and the Variance

The nth moment of the random variable X, denoted
by E[Xn], 1s defined by
Z.rf;:ﬂr;} X discrete
ElXM=X"={ "

o)
[ x"fy(x)dx X continuous
. o0

for n=1,2,3,...
The first moment, E[X], is the expected value of X.

We can also define the central moments (or moments
about the mean) of a random variable.

These are the moments of the difterence between a
random variable and its expected value.
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* The nth central moment is defined by

N - X)"py(x) X discrete
P

i

E|[(X -X)"]|=(X - X)" =

m [R—
[ (x = X)"fy(x)dx X continuous
| o —00

**The central moment for the case of n=2 1s very
important and carries a special name, the variance,
which 1s usually denoted by 62 X. Thus,

| Z(If ~X)’px(x) X discrete

ok =E[X-XY]=X-X2={ '
f (x— X)*fy(x)dx X continuous

L J -0
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Let X be a random variable with the PDF £X(x) and
mean E[X], and a and b be constants.

* Then, 1if Y 1s the random variable defined by

Y=aX+b, the expected value of Y 1s given by
E[Y]=aE[X]+b. Why?

Proof.
* Since Y 1s a function of X, its expected value 1s given
by ElY] = ElaX + b] = [ | (ax+b)fy (x)dx = [ axfy (x)dx + f bfx (X)dx
od 00 00

(X Y
= [ X[x(x)dx + b [ [y (x)dx

J =00 o0
=ak|X|+b
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dLet X be a random variable with the PDF £X(x) and
mean E[X], gl(X) and g2(X) be two functions of the
random variable X, and let g3(X) be defined by
g3(X)=gl(X)+g2(X).

* The expected value of g3(X) 1s E[gl(X)]+ E[g2(X)].

Proof

* Since g3(X) 1s a function of X, 1ts expected value 1s
given b’

] X
Flgy(X)] = f o3 (X)fx (V)dx = f (81(X) + (O} @)dx
—00 —00

00

f g1(X)fx (0)dx [ g(X)fx (0dx

= E[g1(X)] + E[g2(X)]



Cont...
*»Using above properties, and noting that E(X) is a
constant, we obtain the variance of X as follows:
ox = E[(X = X)*] = E[X* - 2XX + (X)*] = E[X*] - 2E[X]X + (X)*
= E[X*] - 2XX + (X)* = E[X*] - 2Q0)* + (X)*

= E[X?] - (X)? = E[ X?] - (E[X])?
dThe square root of the variance, ¢X, is called the
standard deviation.

* Variance is a measure of the “spread” of a PDF or PMF.

* [f a random variable has a concentrated PDF or PME, it
will have a small variance.

e Similarly, 1f 1t has a widely spread PDF or PMEF, 1t will
have a large variance.
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Example-2.19:

The pdf of a continuous random variable 1s given by:

ke,  0<x<I
fr(x)= j ,
0,  otherwise
where £ 1s a constant.
a. Determine the value of £.
b. Find the corresponding cdf of X.
c. FindP(1/4<X<1)

d. Evaluate the mean and variance of X .
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Solution:
a. _[_OO fy(x)dx=1= jol kxdx=1

2\l
:>kx— =1
2 10

3§:1
2

k=2

2X, O<x<l

= [ (x) :{

0, otherwise

12/2/2020 DIMUDMIOT,SoECE PRPBYMuiuken G2012EC
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Solution:
b. The cdf of X 1s given by:

Fy(x)=| fyi(u)du
Casel: for x <0

F,(x)=0, since fyx (x)=0, for x <0
Case2: for 0<x <1

F,(x)= jofo(u)du = IOXZudu =u’| =x
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Solution:
Case3: for x2>1
1 1 |
F,(x)= jo [y (u)du = Io2ua’u = u’ O=1
.. The cdf 1s given by
0, x <0
F,(x)=4{x*, 0<x<l
L1, x=>1
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Solution:
c. P(1/4<X<1)
i. Using the pdf

1

P(1/4< X <)=[ f,(x)dx= [ 2xdx

1/4 1/4

1

= P(1/4<X<h=x"|  =15/16

LP(1/4<X L<1)=15/16
ii. Using the cdf
P(1/4<X<1)=F,(1)-F,(1/4)
= P(1/4< X <1)=1-(1/4)* =15/16
LP(1/4<X L<1)=15/16
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Solution:
d. Mean and Variance
1. Mean
1 1 5
U, =E(X)= IO xf, (x)dx = IO 2x°dx

3
:>/1X=2%0=2/3

ii. Variance
Oy, =Var(X)=E(X ))-[E(X)],

E(X?*)= j 2fX(x)a’x—_“2)c3a’x—1/2
:>0X2—Var(x)—1/2 (2/3) =1/18
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Example-2.20:

Consider a discrete random variable X whose pmf 1s given by:

|13, x=-1,0,1
Py(x;) :<

0,  otherwise

Find the mean and variance of X.
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Solution:

I. Mean

U, =E(X)= Zl X, Py(x,)=1/3(=1+0+1) =0

k=-1

ii. Variance
Oy, =Var(X)=E(X ))-[E(X)],

E(X?) =Y x,2P,(x,) = 1/3[(=1) + (0)? + (1))] = 2/3
= oy, =Var(x)=2/3-(0), =2/3
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Example 2.21 Let X be a continuous random variable

with the PDF oG I T 2<x<6

()  otherwise

Find the expected value and variance of X.

Solution
* The expected value of X 1s given by

4 II"II
X :f xj';f{.:c}dx:f —dx
7 4

4
271 36 4
8f, 8 8
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5 - 00 _— (5 (x — 4]2
{IX=H[(X—X) ]=f (x — X)) fx(x)dx = dx
fersars 2 4
1 6 2 | I3 2 o
Moo (2-164+)]
_4
i
e an alternative method
oy = E[X*| - (X)* = E[X*] - 4* = E[X*] - 16
00 G 2 306
rv21 y IR {E_ _i _2](’}—8
.E:[X ]—f_mx}x{x)dx—fz 4dx—|:]2:|2— 5
B 52
3
, 5 52 4
I hus, oy = R 16 = 3 which is the same result obtained earlier.
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Example 2.22 A test engineer discovered that the CDF

of the lifetime of an equipment 1n years 1s given by
0 x <0

| —e*P 0<x<oo

Fx(x) =

a. What 1s the expected lifetime of the equipment?

b. What 1s the wvariance of the lifetime of the
equipment?

Solution

» From the definition of its CDF, we can see that X 1s a

random variable that takes only nonnegative values.
Thus,
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(a) The expected lifetime of the equipment 1s given by

o0 o0
FElX] zf PlX > x]rf.xzf |1 — Fy(x)]dx
0 0

)
— e X dx =5
()

(b) To find the variance, we first evaluate the PDF:

]
d * =xf5
fr() = - Fx(x) ={ 5 x20
L () otherwise

Thus, the second moment of X 1s given by

E[XE] . % 1.2}0 dx = 1 o i ’_’Iﬁd
= x (x)dx = 5 | X"€ X
_.m -

2 —Xx/5

Let u=x%= du=2xdx.and let dv = e X dx = v = —Se™*/3
12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 62



OO o0
=0+ 2[ xe *Pdx = 2[ xe X2 dx
() ()

Letu=x= du=dy,and let dv=e"dx = v=-5¢"", Then we have that

0
E|X 2] . 2{—Sxe‘” ﬁ]gﬂ +10 A e Py =0+ 10[—549'” S]T =50

Finally, the variance of X 1s given by

oy = E[X*] - (EIX)}* =50~ 25=23
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Example 2.23 A shopping cart contains ten books whose
weights are as follows: There are four books with a
weight of 1.8 lbs each, one book with a weight of 2 Ibs,
two books with a weight of 2.5 lbs each, and three books
with a weight of 3.2 Ibs each.

a. What 1s the mean weight of the books?
b. What 1s the variance of the weights of the books?
Solution

The total number of books 1s 10. The fractions of books 1n
each weight category are as follows:

Fraction of books with weight 1.8 Ibs 1s 4/10=0.4
Fraction of books with weight 2.0 Ibs 1s 1/10=0.1
Fraction of books with weight 2.5 Ibs 1s 2/10=0.2
Fraction of books with weight 3.2 Ibs 1s 3/10=0.3

NN X KX
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* Let Y be a random variable that denotes the weights
of the books.

* Since these fractions are essentially the probabilities
of occurrence of these weights, we have that

E[Y]=(0.4x1.8)+(0.1x2.0)+(0.2x2.5)+(0.3x3.2)=2.38
oy =Y (n—Fl Y”ZFYU’k)
k=]
={(1.8-238)" x 0.4} +{2.0-2.38)* x 0.1} + {(2.5-2.38)* x 0.2}

+{(3.2- 2.38)? x (3]
=1().3536
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Example 2.24 the lifetime of the equipment can be
modeled bv a random variable X that has the PDF

ﬂ,—x;’iu
x>0

JO=1"100 -

() otherwise

a. Show that {(x) 1s a valid PDF.

. What i1s the probability that the lifetime of the
equipment exceeds 207

c. What 1s the expected value of X?
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lution
(a) For {(x) to be a valid PDF,

00 00 .I'{’_I““
f(x)dx = f ' dx

“XM0gy = y = ~10e=¥/10, Thuys,

Letu=x=du=dx,andletdv=e

00 o=%/10 1 N 00 |
f dx = — [Hl(}xe!‘m”]“ + l{}f e~ Y10y
0 0

100 100
0 - [100e*/11°} =
l{}(]l [l ] ] ]

This proves that f(x) 1s a valid PDE
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(bYThe nmbahilitv that the lifetime of the eauinment exceeds 20 1s

0] = — [ —10xe=*/10 {]f ,—%/10
P[X > 20] 5 )‘(x )dx = 1{](}I[ 10xe™ ]2“+1 . ¢ d.x:l

100 {2(}(}e ~ [100e~ m];l —2e2 4 ¢ =3¢2

= (0.4060
(c) The expected value of X 1s given by

00 00 IZE_I””
LI X]= f xf(x)ds = f dx
—00 0 100

Let u =x? = du =2xdx, and let dv = e=1Vdx = v = —10e=*/10, Thus,

10 2:,—1/'[[] o0 00 4,—X/10
E[Xlzl— oS ] +2{]f X dx=0+20=20
()

100 100

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 68



Random

ial Probabilitv Distribution

variables with  special probability

distributions are encountered in different fields of
science and engineering.

I

I

s

l1str1

oution,
bution
oution,
bution,

\»

l1stril

bution.

I'hese include the Bernoull1 distribution, binomaial
distr1
distr1
distr1
d
d

geometric  distribution, Pascal
hypergeometric distribution, Poisson
exponential  distribution, Erlang
uniform distribution, and normal

T'hese can also divided as continuous and discrete.

To see some of these;
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i. Continuous Probability Distributions
1. Normal (Gaussian) Distribution

= The random variable X 1s said to be normal or Gaussian random

variable 1f its pdf 1s given by:

|
fy(x)= \/272_02

* The corresponding distribution function 1s given by:

e_(y—ﬂ)2/202dy _ G(-X__ﬂj
O

(v )2 2
e(x ). /2o .

x 1
S

where i

=1 mm

e 2dy
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* The normal or Gaussian distribution is the most
common continuous probability distribution.

LA

K

U

Fig. Normal or Gaussian Distribution

S

> X
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2. Uniform Distribution t £ (x)
1
( 1 b—a
, a<x<b .
fx(x)=31b-gq a b *
0, otherwise.

Fig. Uniform Distribution

3. Exponential Distribution
[ fx()

(1 —x/A ¥
fey=47¢ o x=b ~

> X

0, otherwise.
Fig. Exponential Distribution
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4. Gamma Distribution

( a—1

X
P x>0,

fX(X)=1F(a),B“e ’

| 0, otherwise.

5. Beta Distribution
f| 1
fx(x) =1 B(a,b)

. 0, otherwise.

x* ' (1-x)""1, 0<x<l1,

where

Ba,b) = jolu“_l(l—u)b‘ldu.
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6. Rayleigh Distribution

|Le—x2/202 .XZO
fX(x):%Gz , ’

| 0, otherwise.

7. Cauchy Distribution

_Ualrx 3
fX(x)_Oler(x—,u)z’ 0 < X < 400,

8. Laplace Distribution

fo(x) = %e—x'/ﬂ, C w0 < x < 400,

A

12/2/2020 DIMUDMIOT,SoECE PRPBYMuiuken G2012EC

74



Cont...

i.  Discrete Probability Distributions

[ Bernoull Distribution a rovis called a Bernoulhi vy with narameters p
; |

th s pmis given by

Px(K)=P(x=K)=p (1 — p)1=* k=0, ]

2 Bmommal Distribution

n
P(X:k):( \pkan’ k=0.1.2.0.n
\ k)

Poisson Distribution

1o

12/2/2020 DMUDMIGT,SoECE PRPBYMuluken G2012EC 75



Cont...

4. Hypergeometric Distribution

mw (N—m)

k)||\n—k
N\|
3

5. Geometric Distribution

P(X:k):[

P(X =k)= pq",

, max(0,m+n—N) <k <min(m,n)

k=0,1,2,1,0, g=1- p.

6. Negative Binomial Distribution

k-1

r—1

P(X:k):(

)pqu”, k=r, r+1,---.
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**The Poisson distribution has many applications 1n
science and engineering.

* For example, the number of telephone calls arriving
at a switchboard during various intervals of time and
the number of customers arriving at a bank during
various Intervals of time are usually modeled by
Poisson random variables.

* As already seen; a discrete random variable K 1s
called a Poisson random variable with parameter A,

where A>0, 1f 1ts PMF 1s given by
k

A
pk (k) = Eff“‘“ k=0,1,2,...
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* The CDF of K 1s given by
k
Fx(k)=PIK <kl=)» —e
r=I)

* The expected value of K 1s given by

, - kak
E|K|=kaK(k)“ZF‘

k=l) k=()
oa K o0 k—1
. =aet PL e
e {k-'l}! (k — 1}I _{}
= Ae *et
= A
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* The second moment of K 1s given by

5 0 2 e k?lk
E[K*] = > k'px(k) = =T
k=) fe=I()
O k}.,k_l
=23
o (k— 1)
 But S —
A A=
Z—=AZ—=M
i ¢ - 1)! by -1)!
di L d[ ! ]_im-' d
dh (k—l)!_k_] | (k=1)! 'k_l k=1 da
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* Thus, the second moment is given by

E‘ KZ J_l 5 klk_] ;_}' ;J'* :
[ ]=,‘u, Jlr;(R_I)!=}u: e“(1+4+ 1)

=A%+ A

* The variance of K 1s given by

{r%{ — E[Kz] — {,n"fflfﬂfl}2
=AM +A—2%=2
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Example 2.25 Messages arrive at a switchboard 1n a
Poisson manner at an average rate of six per hour.

Find the probability for each of the following events:
(a) Exactly two messages arrive within one hour.
(b) No message arrives within one hour.

(c) At least three messages arrive within one hour.
Solution
v’ Let K be the random variable that denotes the number

of messages arriving at the switchboard within a one-
hour interval. The PMF of K is given by

(".Ik \I —6

FK(k):(E,JF k=0,1,2,...
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a. The probability that exactly two messages arrive
within one hour 1s

62\ _¢ oo |
pr(2) = ol e " =18e™" = 0.0446

b. The probability that no message arrives within one

o ﬁ.“
hour is i (ﬁ

c. The probability that at least three messages arrive

within one hour 1s
PIK>3]=1-P[K < 3]
=1—{pk©) +px) +pk )}
6 6l 62

=1—¢° W+F+§ =1—e %1 4+6+18}=1—25¢""°

)n" 6 _%—-0.0024

= (.9380
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2.10 Multiple Random Variables

* In many applications, it 1s very important to study two or more
random variable defined on the same sample space.

* In this lecture, we will consider only two random variables and
this concept can be extended to three or more random variables.

" Let 2 be the sample space of a random experiment and let X
and Y be two random variables.

* Then, the pair (X, Y) 1s called a two dimensional random
variable 1f each of X and Y associates a real number with every
element of €.

* Thus, a two dimensional random variable (X, ¥) i1s a function
that assigns a point (x, y) in the xy-plane to each possible
outcome w 1n the sample space.
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2.10.1Th in mulative Distribution Function

* The joint e¢df of two random variables X and ¥ denoted by
Fyy(x, y) 1s a function defined by:

Fy(x,y)=P[X(w) <xand Y(w) < y]
< Foy(x,y)=P(X<x, Y<y)

where x and y are arbitrary real numbers.

Properties of the Joint cdf, Fyy(x, y):
1. 0<Fyy(x,y)<1
i, lim F,y(x, 1) = Fyy(00,0) =1

X—> 00
y—>©

iii. lm F,,(x,y)=Fyy(—0,—0)=0
y——0
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iv. im Fyy(x, y) = Fyy (=0, ) =0

.M Fiy (5, 7) = Fiy (¥,-0) = 0

vi. P(x, < X<x,,Y<y)=F,y(x,,y)— Fy(x,, )
vii. P(X <x,y, <Y<y, )=F(x,v,)— Fyw(x, )
vii. P(x, <X <x,, ), <Y< y)=F(x,,,)

—Fyy (X0, Y1) = Fyy(X1, ¥2) + Fyy (X1, y1)
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2.10.2 Th int Pr ilitvy Densitv Function

* The joint probability function (pdf) of two continuous random

variables X and Y is defined as:

_oF (x)
Sy (X, y) = oy

* Thus, the joint cumulative distribution function (cdf) 1s given
by:

Fo(o )= | fu(x, y)dxdy
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Properties of the Joint pdf, fyy(x, y):

1. fiy(x,y)=0

2. [ ] fur(x, p)dxdy=1

Y2 X2
3. Py X<x,,ySY=Sy,)= L L Jxy (X, y)dxdy

4. £XY(x,y) 1s continuous for all except possibly finitely
values of x or of y.
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* When both X and Y are discrete random variables,
we define their joint PMF as follows:

PXY (X,y)=P[X =x,Y =y]
The properties of the joint PMF include the following:

1. As a probability, the PMF can neither be negative
nor exceed unity, which means that 0<pXY(x, y)<I.

2. ZZF’IF{L}’} ]
oy

3. x ZFH(L y) =Fxyl(a,b)

IENFEh
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2.10.3 Marginal Statistics of Two Random Variables

= In the case of two or more random variables, the statistics of

cach individual variable are called marginal statistics.

1.  Marginal cdf of Xand ¥
Fy(x) = }}iiI}OFXY(xa y) = Fyy(x,0)

Fy(y) = }Ci_I)I}OFXY(xa V) = Fyy (0, )

11. Margimal pdf of Xand ¥
fr @)= [ fror(x, )y
fr) = far(x, p)dx
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111. Marginal pmf of X and ¥

P(X =x;)=Py(x;) = ZPXY(xia Vi)

Y]

P(Y:y]'):PY(yj):ZPXY(xiayi)
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2.10.4 Independence of Two Random Variables

= If two random variables X and Y are independent, then

1. from the joint cdf

Fyy(x,y) = Fx(X)Fy(y)

11. from the joint pdf

Jxy (X, )= fx (X)fy (¥)

111. from the joint pmf

PXY(xiayj') = PX(xi)PY(yj)
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2.10.5 Condition Distributions

Conditional Probability Density Functions
* If X and Y are two continuous random variables with joint

pdf fxy(x, y), then the conditional pdf of ¥ given that X=x1s
defined by:

forx(3/ %) = fz(f;)y), £ (x) >0

= Similarly, the conditional pdf of X given that Y=y is defined
by:

_ fXY(xa J/)
Ty (x71y) 7. fr(y)>
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11. Conditional Probability Mass Functions

= If X and Y are two discrete random variables with joint pmf

Pxy(x;, ¥, then the conditional pmf of X given that ¥Y=y;1s

defined by:
Pyy(x;,¥ ;)
Py (x;1y ;)= —, PY(yj)>O
PY(yj)
= Similarly, the conditional pmf of ¥ given that X=x; 1s
defined by:
Pyy(x;,¥ ;)
PY/X(yj/xi): -, Py (x;) >0

Py (x;)
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2.10.6 Correlation and Covariance

1. Correlation

R,, =Cor(X,Y)=E(XY)

11. Covariance
Oxy =Cov(X,Y)=E[(X — ) )(Y — t&y)]
= 0,y =Cov(X,Y)=E(XY)-E(X)E(Y)

111. Correlation Coefficient

_Cov(X,Y) _ Oy
0,0y O Oy

IOXY
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Example 2.26 The joint PMF of two random variables
X and Y 1s given by kQe+y) x=12y=1,2

() otherwise

Pxy(x,y)
where k 1s a constant.

a. What 1s the value of k?

b. Find the marginal PMFs of X and Y.

c. Are X and Y independent?

d. What is the conditional PMF of Y given X?

¢. What 1s the conditional PMF of X given Y?
Solution

(a) To evaluate k, we remember that




Cont
ZZF(E Py - sziﬂx +y)=1.

x=1 y=

Z,Zk{ihﬂ’} =kZl{2A:+ 1)+ (2x + 2)}

=1 y=1 =1
=k{2+D+C+2)+ @+ + 4 +2
Thus =3+ D+ @+D+HE-+HD+ U+

This gives k=1/18.

(b) The marginal PMFs are

2

1
px() =) pxy(x,y) = Z(E.Hy] —{ Qe+ 1) 4 Qe+ 2)
y .v-l

|
_ﬁ(qﬂi | 1] I_|.2
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2

| |
Y

=]

l
. — (W +6) y:
|H{2}Iv}y 1,2

(c) Since pXX)pY(y)#pXY(x,y),we conclude that
X and Y are not independent.

d, e ; the conditional PMFs are given by

Pxyi{x, ¥v) | 2x 4+ ¥

» x =

Px|y(x|y) e I
- pxyix, y) 2x + ¥y

PyIx(¥Vlx) = g o
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Example 2.27 X and Y are two continuous random
variables whose joint PDF is given by

"0 (<r<oo,l<y<
( r<00,0<y<00
fry(r,y) A
| otherwise
Are X and Y independent?
Solution
To answer the question, we first evaluate the marginal
PDFsof X andY:
fx(x) f fxy(x, v)dy f e "y =e t[ e dy
o0 ] L}
_ |f.‘ ox=l)
() otherwise
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f}r{}?} — f fIF(15 }r}dx — f E_{HPJ{H — E-__.‘r' f E_Id_.'l."
—00 () il

" l et y=0
() otherwise

fxWfy(y) =e7e? = = fyy(x.y),

which means that X and Y are independent.
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Example-2.28:

The joint pdf of two continuous random variables X and Yis
given by:

kxy, 0<x<l1,0<y<l

Jar (%, 3) ={

0, otherwise

where £ 1s a constant.
a. Fimnd the value of .
b. Find the marginal pdf of X and Y.
c. Are X and Y imndependen t?
d Find P(X+ Y<1)
¢. Find the conditionalpdf of X and Y.
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Solution:

a. J.(: J: Joy (X, ¥)dxdy=1= Ll E kxydxdy=1

2 o
k el B yz l_k_
:‘zfoydy"{ﬂo‘r
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b. Margial pdf of Xand Y
i. Margmal pdf of X

Fr@) = [ frp(, y)dy= [ dxydy

_ael 22! 2
= [, (x) —4){ 5 }O 2x

| 2x, 0<x<l
" S (%) :{0, otherwise
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b. Marginal pdf of Xand Y
ii. Margimal pdf of ¥
00 1
fr0) = | frn (e, p)dx= | dxyex
1

= fr(¥) = 4y(x72) 0" 2y

| (29, 0<y<l
LI ()= {0, otherwise




Cont...

c. for(,y)=fx(X)fr(¥)
". X and Y are independent

d. P(X+Y<1):I;I Axydxdy= j 4){ ;}t)dy

1
= [ 411/ 2(1- ) 1dy = IO 2(y=2y" +y)dy

=2(y*/2-2y’/13+y*/4)=1/6
LP(X+Y <1)=1/6
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¢. Conditionalpdf of Xand Y
1. Conditiona |l pdf of X

S, y) _dxy
Xy /y) = =—==1
L (1) ) 2y i

2x, O0<x<l1,0<y<l

-

S ey (X Y)=34

0, otherwise
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e. Conditional pdf of X'and Y
ii. Conditional pdfof Y

— fXY(xay) _4&:
Jrix Y/ x)= 1o (0) "y 2y

12y, O0<x<L0<y<l

'.'fY/X(y/x):j :
0, otherwise

\
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Example-2.29:
The joint pdf of two continuous random variables X and Yis
given by:

O<y<x<l

Sy (x) :{lg

, otherwise

where k 1s a constant.
a. Determine the value of £.
b. Find the marginal pdf of X and Y.
c. Are X and Y independen t?
d FindP(0<X<1/2)
¢. Find the conditiona 1 pdf of X andY.
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Solution:

a. IZ .‘: [y (X, y)dxdy=1= jol J: kdxdy=1
— kj;j (xt/ =1

2

= k[ (1-y)dy :k(y—y—

L 2
k=2

\
)
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b. Marginal pdf of X and Y
1. Marginal pdf of X

Sy (x) = j_z Sy (X, y)dy = jox 2dy

X
= () = (2y)] = 2x

. 2X, O<x<l

Sxx) = {O, otherwise
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b. Margmal pdf of Xand Y

ii. Margma

1)

pdfof Y
= [ S, v)de= | 2ds

:>fy(y)=(ZX)ly=2(1—y)

S S (0) =24

(

21-y), 0<y<I

0, otherwise
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c. fur(,y)# f5x(X)fy ()

. X and Y are not ndependent

PO <X<1/2)= j; . [ frr e, )ty

S RY TS Ch

_[1/2 ,|1/2

0

S PO0<X<l1/2)=1/4

2xdx =x =1/4

X
dx

0
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e. Conditionalpdf of Xand Y
1. Conditiona 1 pdf of X

Sy 21
T = ) T 20 ()
(L, O<y<x<l
S Sxy (X y)=91=y
0 otherwise




e.
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Conditional pdf of X and Y
ii. Conditional pdfof Y

Iy W/ x)= Jor(,y) _ 2 _ 1

fy(x) 2x X

l, O<y<x<l
S Sy (W/X)=1x

0, otherwise
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Example 2.30 The joint CDF of two discrete random
variables X and Y 1s given as follows:

|
E X |.__'b" 1
5
, = X l, y=2
Fxy(x, y) s :
|
q X » 1
|

Determine the following:
a. Jomt PMF of X andY
b. Marginal PMF of X
c. Marginal PMF of Y.

12/2/2020 DMU,DMI6T.SoECE PRPBYMuuken G2012EC 114



Cont...
Solution The joint PMF is obtained from the relationship Fyy(a,b) =

ZZ;ny[x.y].'lhua

Y<d y<h

Fyy(L, 1) =1/8=pxy(,1)

Fyy(1,2) = pxy(1, )+ pxy(1,2) =5/8= pxy(1,2) =5/8 - 1/8=1/2
Fxy@ D) =pxy(L D) +pxy@ ) =1/4=pyy, 1) =1/4-1/8=1/8
Fyy@,2) = pxy(1, 1) +pyy(1,2) + pxy @, 1) + pxy 2, 2) = 1= pxy (2, 2) = 1/4

=
I

-
I

a, The joint PMF becomes

-t
|
—
|
»

Pxy(x,y) = {
x=2,y=1

Bl = 00l = B = 00 =

x=2,y=2
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b, The marginal PMF of X 1s given by

PXT’(L].) FP:’[’]"’(LZ):SKS x=1

px(x) =
¢, The marginal PMF of Y 1s given by

G !pyy(ﬁl, D4+pxy2,DH=1/4 y=1
pxy(1,2) 4 pxy(2,2)=3/4 y=2
Example 2.31 Iwo random variables X and Y have the
following joint PDF: e <y <o00< §< 00

() otherwise

* Determine the conditional PDF of X given Y and the
conditional PDF of Y given X. Solution

fxr(x,y)=
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o 00
Jx(x) = _/E; Sxv(x, vidy — ./.; xg"'x{y‘l‘]]d}; — xye—X ./{; e Y dy

e_-_ry [ o]
E IE_I [—
oy

X

X

= O==x == o0

[ o] [ &
Jy(y) = f JTxv(x, yIdx = f xe XD gy
Ly

Ly

Let # = x, which means that du = dx; and let dv = ¢ *¥Y+Dgx. which means that

v = —e YYDy 4+ 1). Integrating by parts we obtain
00 »—X(¥4+1) 100 1 oo
— xe X0+ D gy — [_H—:I 4 _f e=X@+1) gy
S -/!; ¥+ 1 0 y+1Jo
1 . 137100
- 0— Gl Ok

1

Thus, the conditional PDFs are given by

_ vy xeFOAD
frix(ylx) = o = = XxX€ D<y<oo

Bwisy) et
fr» 1/ +1)32
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=x(y+ 1)2e ¥+ g<x <o

Jxyx|y) =
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