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4.1 Introduction

* As we recall, A stochastic process (random process)
X(t) 1s a mapping that assigns a time function X(t,w)
to every outcome w of points in the sample space S.

* Since X(tl) and X(t2) are random variables, various
types of joint moments can be defined; as we were
try to see 1n chapter three. To revise these;

1. Mean;- of X(t) 1s a function of time called the
ensemble average and 1s denoted by ux(t)=E[X(t)]

2. Autocorrelation:-this function provides a measure
of similarity between two observations of the
random process X(t) at different points t1&t2.



Cont...

v'The autocorrelation function (AC) RX(tl,t2) is
defined as the expected value of the product X(tl)

and X(t2): 8
v, ) = EX(1)X(n)| = X0 fx(Xy, X0, 1, b)dxy dyy

v By substituting t1=t2=t; in the above equation; we
can obtain the second moment or the average power
of the random process:

= E[X()] = l Yy dx
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3.Autocovariance:- it 1s quantitative measure of the
statistical coupling between X(t1) and X(t2).

v The autocovariance function (ACF) CX(tl,t2) 1s
defined as the covariance between X(tl1) and X(t2):

Cx(t1,12) = E[(X(1) = py (1)) X(12) — py(22))]
= “ [ (X1 = Py (11))x2 = py(12)) fx (X1, 225 11, 12 )dxy dx

= E[X(1)X(12)] — px(t1)px(12)
v’ Thus, the interrelationships between AC and ACF are
Cx(t1,12) = Rx(11,12) — puy (1)) py(12)
Hﬂh,!z} = f*x(flﬁfz} + l-'-x“l]l-'-'f“]}
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4. Normalized Autocovariance:- The normalized
autocovariance function (NACF) 1s the ACF

normalized by the variance and is defined by
Cx(h,h) Gyl h)
\/trx[n tlx " ".t:ii’l}”x(f.?]

PI“I ()

* The NACF finds Wlde applicability in many problems
in random processes, particularly 1n time-series
analysis.
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**The following definitions pertain to two different
random processes X(t) and Y(t):

1. Cross-Correlation:- The cross-correlation function
(CC) RXY(t1,t2) 1s defined as the expected value of
the product X(tl) and Y (t2):

o0 0

er(!mz}éff[xihl}’(fz)]=j [ Xi¥a xy(x1,va; 1y, o)y, dxy

v By substituting t1=t2=t in the above equation; we

obtain the joint moment between the random
processes X(t) and Y(t) as

o)

Ryy(r) = E[X(1)Y(1)] = I X fxy(x,; f)dyd

J W
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2. Cross-Covariance:-The cross-covariance function
(CCF) CXY(tl,t2) 1s defined as the covariance

between X(tl) and Y (t2):
Cyy(t1, 1) = E[(X(ty) = py(t))(Y (1) = pylt2))]

- ] [ (X1 = py(1))2 = py(2)) fxy(x1y2: 1, )dys dxy
= E[X(1)Y(1y)] = py (1 )y (1)

» Thus, the interrelationships between CC and CCF are

Crplsh) = Ryl ) = gy )
Rirl, 1) = Crylh, ) iy 0 iy 1)

2/19/2020 8
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3. Normalized Cross-Covariance:- The normalized

cross-covariance function (NCCF) 1s the CCF
normalized by the variances and is defined by
Cultih)  Curltyh)

Jor(tos(h)  Ox(oy(n)

Some Properties of X(t) and Y(t)

* Two random processes X(t) and Y(t) are
independent if for all t1 and t2

I’ﬂ“hfl} =

Pyl ) = Fyl )3 )



Cont...
v’ They are uncorrelated if

Cxylt, 1) = Ryy(ty,10) = py 1y Jyltn) =0

Or |
Rﬂ(lhfz) = uk’“l)”}f“?) for all I and Iy

v’ They are orthogonal if for all t1 and t2
Ryl ) =0
Example 4.1:- A random process X(t) 1s given by X(t)

A)=Asnoi+0)  where A is a uniformly distributed
random variable; then find the mean, variance,
autocorrelation, autocovariance, and normalized
autocovariance of X(t).



Cont...

Solution
»Review of Some Trigonometric Identities
1. sin(A + B) =sinAcos B + cosAsin B

Sin(A — B) =sinAcos B - cosAsin B
Adding (1); sinAcosB= éh\'in(z‘l +B)+sin(A - B))
2 08(A - B)=cosAcos B +sinAsin B

c0s(A 4 B) = cos Acos B -sinAsin B
Aading(2); ]
COSACOS B = E{Cﬂﬁ(ﬂ — B) 4 cos(A + B)}

Subtracting(2);

l
sinAsinB = EIUUH{A — B) —cos(A + B))

2/19/2020
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» More common trigonometric identities

2 cos f cos g = cos(f — @) + cos(f -+ )
| 2sinfsing = r:us[':ﬁ' — n:;:.l} — Enﬁ[ﬁ + :,.':-'-]--
| 28in@cos w = sin(6 + ¢) + sin(f — )
| 2cos@sin w = sin(& + Ep}- — sin(@ — )
| cu:-s{ﬂ' — :p-j‘l — I:DE.'I:E + #;.j.'

cos(f — ) + cos(f + )

tan ftan ¢ =

g a+f sin o + sin coso — cos 4
an = = —
2 cos a + cos 3 sin o — sin A

9L )
' 8in @ + singy = Esin( E{F) EI}E( :g{'ﬂ)

| 0 o —
ﬂ-::sﬂ—l—::-::.s:pzﬂcns( _;.{F)CDS( E{Jﬂ)

| (B . (-
cosl? —cosyw = —2s8in > sin >

2/19/2020
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» Now come to Example#1 solution

Mean:
EIX()] = pelt) = E[Asin(or + §)] = p sin(or + ¢)
Variance:
varlX(1)] = o4(t) = E[A” sin” (ot + §)] - . sin’ (ot + )
= (E[AY -y sin® (ar + ) = oy sin” (w1 + )
Autocorrelation

Ry(t1. 1) = EIX(1)X ()] = E[A”]sin(wt; + ¢)sin(aty + ¢)
- 55 [A%){cos[w(t; — 1)] - cos[o(t; + 1) + 24])

2/19/2020 13
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Autocovariance
Cx(ty, 1) = Ry(ty, 1) = pyli (o)

= E[Az] sin(ot; + d)sin(wn + ) - ui sin(of) 4 d)sin(wh + )

= (Ii sin(wry + ) sin(wh + )

|
- Etri [cosla(ty = 1)) = coslw(ty + 1) 4 24])

Normalized Autocovariance

Cylty,h) . ”i sin(ofy + ) sin(wh + ¢) 5

- =
aylln)o(h) oy sy + ) sin(ur + )

PJ[“h '2) =

2/19/2020
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Example 4.2:- Two random processes X(t) and Y(t) are

given by Y()=Asin(or+4,); ()= Bsin(or+0,)

where A and B are two random variables; then find the
means and variances of X(t) and Y(t) and their
crosscorrelation, cross-covariance, and normalized
Cross-covariance.

Solution
* Means: = E[Asin(of + &;)] = py sin(of + ¢;)
M(; E[Bcos(wt + )] = pycos(or + b,)

* Variances: o%(1) = o7 sin” (0t + &)

o3(1) = 0% cos” (wf + d,)

2/19/2020 15
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e Cross-Correlation:
Ryy(t1,12) = E[X(t))Y(1)] = E|AB]sin(wt; + &) cos(wh; + d,)

|
= S EAB(sinfo(t + 1)+ + o] + sinfolts ~ 1)+, ~ o]

* Cross-Covariance:
Cxr(t1,12) = Ryylt1, 1) = w11 )y 12)
= E[AB]sin(wt; +b;)cos(wt +dy) - py ppsin(ot; + & )cos(wr +by)
=0 psin(0l; + ;) cos(wh + ¢,)

|
= 0aslsinlo(l +0) + 1+l +sinfol ~ )+, - 6]

e Normalized Cross-Covariance:
Corlin,lp) — oppsin(ory +&y)cos(wn +0y) — 0gp
ox(t))oy(ly)  opopsin(ol +;)cos(oh +by) 0405

pyyltr, ) = PAg

2/19/2020
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4.2 Statiopary Stochastic Processes

« Stationary processesexhibit statistical properties
that are invariant to shift in the time index.

v First-order stationarity implies that the statistical
properties of X(t) and X(t+ t) are the same for any t

¢+ A random process 1s first-order stationary 1f
f’:!;'{.":l )= Fﬂll [4+7)= f;.:(l}
Jx(xs 1) = fx(x; 14 7) = fx(x)
and the distribution and density functions are
independent of time.



Cont...

v’ Second-order stationarity implies that the
statistical properties of the pairs {X(t1) , X(t2) }
and {X(t1+ t) , X(t>+1)} are the same forany .

s+ A random process 1s second-order stationary 1f

Fy(x, 00t 0) = Fylu, oty 47,6 41) = Fy(x, 0, 1)

fele 3o f,h) = [yl s b 47, b £ 7) = [yl 0, 7)

* The distribution and density functions are dependent
not on two time instants t1 and t2 but on the time
difference t =t1-t2 only.

* Second-order stationary processes are also called
wide-sense stationary or weakly stationary.
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» Random processes in which the mean and
autocorrelation function do not depend on absolute
time arc called wide-sense stationary (WSS)
processes.

» If a random process 1s wide-sense stationary, then it
1s necessary and sufficient that the following two
conditions be satisfied:

1. The expected value 1s a constant, E [X(1)] = y.

L. The autocorrelatton function Ry 1 a function of the time difference £, - ; = 7 and
not individual times, Ry(ty, &) = Rylty = ;) = Ry(r).

2/19/2020 19
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v nth-order stationary processes- the probabilities of the
samples of a random process X(t) at times tl,...,tn will
not differ from those at times tl+rt,....,tn+7.

1.€ l'}(l]w-ql'n; !]1~r+‘|[PI) = FXL”H AR A )

M.l'h‘..*.l'n;!] r: /X(llm o ’I ’H)

* Astrict-sense or strongly stationary process 1s a random
process that satisfies the above equestions for all n, and
any T.

s nth-order stationarity implies lower-order stationarities.

» Strict-sense stationarity implies wide-sense stationarity;
but the converse 1s not necessarily true; except Gaussian.
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ngg Properties of Correlation Functions of WSS

Ry (0) = E[X*(1)] = average power > (
2. Ry(7) = Rx(—7). Or, Rx(7) 1s an even function.

Ry(T) = E[X(NX(t + 7)] = E[X(t + )X(1)] = Rx(~7)
3. [Rx(7)| < Rx(0).
4. If a constant T > () exists such that Ry(T) = Ry(0), then the Ry(7) is periodic
5. E[X(r+ &)X(1 4 7+ ¢) = Ry(1) = E[X(0)X(1 + 7)]

E[X(I + )Y+ 1+ ) =Ryy(1) = E[X(I)Y{! + T)]
0. If E|X(1)] = py and Y1) = a + X(r), where a is constant, then E[¥(1)] = a + px

Ry(7) = Ella + X(t)]la + X(t + 71)]}
= @ + aE[X(1 + )] + aE [X()] + E[X()X(t + 7)]

= @ + 2ap.y + Ry(1) = @* + 2apy + p2 + Cx(7)

and

= (a + ux)z + Cx(7)
2/19/2020 21
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dIn a similar manner, two processes X(t) and Y(t) are
jointly stationary if for all n

Fry(x1, .. X3 Y150 Yn5 Hy o5 1n)
5y, TR, (Lot TR, Thoid () o In+1T)
or
v 0 TR L LS &
= iyt Xns Voo Y T by 1)

and they are jointly wide-sense stationary if

Fxy(x1,y2: 11, 12)

= Fxy(x1,y2; 1 + 7, 1z + 7) = Fxy(x1,y2; T)
and

Torten s ) = oo s 9, 4 7) = e s )

2/19/2020 22
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* The cross-moments of two jointly stationary
processes X(t)and Y (t) are defined below:

1. Cross-Correlation:

o

Ryy(1) = E[X(0)Y(t +7)] = J l xiy2f (x1, y2; T)dyy dxy

2. Cross-Covariance
Cxy(7) = E{[X(1) — Yt +7) — py]}

= [ J (x1 = py)2 — py) f(x1, y2; T)dy2 dxy
= Ryy(T) — pglLy

3. Normalized Cross-Covariance:

Cxy(T)
OTyTy

Pxy(T) =

2/19/2020 23
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1If a stationary random process X(t) is passed through a
linear system with immpulse response h(t); the mput—
output relationship will be given by the convolution

integral:

Y(f) =

FxX)

J

o

X(t - o)hlo)da = J X(Oh(t - a)do

m

The cross-correlation function RXY(t) between the mput

and the output can be found as follows:

or

Ryy(T) = I

00

L m

XK +1] = E‘

X(OK(7 47 - o hlojde

0

Ry(T — a)h(e)da

» Since the cross-correlation function depends only on 7,
the output Y(t) will also be a stationary random process.
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Example 4.3:- A random process X(t) 1s defined by
X(t)=Acost + Bsint ; —co< t <co

where A and B are independent random variables each
of which has a value —2 with probability 1/3 and a
value 1 with probability 2/3. Show that X(t) 1s a
wide-sense stationary process.

Solution

: : I 2
ElA] = EIB] :;-[ 2}1:*-“} ()

E[A?] = E[B?) %{ 2)° A %m?’- 2
» E[X(1)]=0
* Since A and B are independent, Ef[AB]=E[A]E[B]=0.
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* Thus:; let; t1=t & t- T =t2=s
Ryy(t,8) = ELX()X(8)] = El{Acos(r) + Bsin(n)}{Acos(s) + Bsin(s)}]
[A?EHHH]L:UH{.‘F] F ABcos(r)sin(s) + ABsin(f) cos(s)

B sin(0)sins)|

.'t':[f‘lilt:i}ﬁ{f:ltﬂﬁ[.'i} t E|AB]{cos(f) sin(s) + sin(f) cos(s))
HE| ."i-‘?'|rain[r}rain[x}
2{cos(t) cos(s) + sin(t) sin(s)]

2cos(f = 5)

» Since the mean is constant and the autocorrelation
function 1s a function of the difference between the
two times, we conclude that the random process X(t)
1s wide-sense stationary.

2/19/2020 26
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Example 4.4:-Find the conditions necessary for the
random process X(i)=Asin(w+$) to be WSS where;

a, A&w are constants and ¢ 1s a random variable,

b, w 1s constants and p&A are random variables.
Solution

a; 1. Mean: E[X(1)] = AE[sin(wt + ©)] :AJ u sin(of + &) fp(d)dd

One of the ways the integral will be independent of t 1s
for ¢ to be uniformly distributed in (0,27), 1n which
case we have

|
EIX()] = 55

U

2 =1 Voor
sin(wf + &)dd = g{:ns{mr Fd) o = 0
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2. Autocorrelation:
E[X(t)X(1)] = A%E[sin(wt; + ®) sin(wt, + P)]

= A’E{cos[(t, — 1,)] - cos[w(t, + 1;) + 2P])

= A2 cosjm(t — )] — AEE{CUH[{:}{IE + 1) +2®]}

2
E{coslw(ty + 1;) + 2P]} = :?LJ cos[o(ts + 1)) + 2¢) dd
0

1 1 _ im
— E—ﬂ-ihlﬂ[{t}(fg +11) + 24| 5 = 0

Hence, Ry(1;, ) = A*cosfu( - )] = A* coslur]

» X(t) 1s stationary if ¢ is uniformly distributed in
(0,2m). Since RX(t) 1s periodic, X(t) 1s a periodic
WSS process.

2/19/2020 28
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b, 1. Mean: E[X()] = E[Asin(or + 9)] = [usin{mr--} b) fao(a, b)dd da

 The first condition for the double integral to be
independent of t 1s for A and ¢ to be statistically
independent, in which case we have

E[Asin(wf + )] = Hu sin(wf + &) f4(a) fodd da

* and the second condition 1s for ¢ to be uniformly
distributed 1n (0,27), in which case we have

(1/2) [ sinfor + 6)dd = 0 and E[X()] = 0

2. Autocorrelation:

E[X(1)X(12)] = E[A* sin(wt; + ®)sin(wt; + D))

* Since A and ¢ are independent, we have
2/19/2020 29
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Hﬂhﬂﬁﬂ:EMHHuMMh—n)—m¢M@+nHQ¢“

= E[A"cos[o(t, - 1;)] - E[AYIE (coslw(ty + 1) + 2]
E{cosjw(r + 1) +20]} = 0.
 Hence,
Ry(ti,h) = E[A%]cosfo(ty - 1,)] = E[A%] cos|wn]

» X(t) is stationary if A and ¢ are independent and if ¢
1s uniformly distributed 1n (0,2m).

» Since RX(1) is periodic, X(t) a periodic WSS process.

2/19/2020 30
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Example 4.5:- If X(t)= Acos(wt)+Bsin(wt), where A
and B are random variables with density functions
fA(a) and fB(b); and w is constant. Then find the
conditions under which X(t) will be WSS.

Solution
1. Mean:  E[X()] = E[Acos(wr) + Bsin(of)] = cos(wf)E[A] + sin(wf)E[B]
»If E[X(t)] i1s to be independent of t, then
E[A]=E[B]=0, in which case E[X(t)]=0.

2. Autocorrelation: Ry(1, 1) = E[X(1)X(1,)] = E{[A cos(wt;)
+ B sin(wt)][A cos(wts) + B sin(wfr)])

— E{A? cos(wt)) cos(wtr) + B sin(wt;) sin(of))

+ AB[sin(wf)) cos(wlz) + cos(wiy) sin(wiz)])

2/19/2020 31
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= %H[Az][cus(m(fg —11)) + cos(w(tz + 1))]

I
+ Eh’[.‘fz][u{m{m[h —11)) — cos(w(t, + 11))]

+ E[AB]sin(w(t, + 1,))

 The conditions under which this equation will be
dependent only on (t2-t1) are A= £ and £[AB) =0. In this
CasS€  Ryl(lyh) = E[A*[cos(w(tz - 1y))] = E[A*][cos(wT)]
* We can now summarize the conditions for WSS:
(a) E|A] = E[B] =0
(b) E|A’] = E|B?]
(¢) E[AB] =0

2/19/2020 32



4.3. Ergodic Processes

* Ergodicity refers to certain time averages of random
processes converging to their respective statistical
averages.

An ergodic random process i1s a stationary process in
which every member of the ensemble exhibits the same
statistical behavior as the ensemble.

* This implies that 1t 1s possible to determine the statistical
behavior of the ensemble by examining only one typical
sample function.

* Thus, for an ergodic random process, the mean values
and moments can be determined by time averages as
well as by ensemble averages (or expected values), which
are equal. 1.¢;

0 ] T

ILIX”]:X”:f X"fy(x)dx = l|m — X”( )t
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‘*Mean-Ergodic
* A stationary random process X(t) 1s called mean-

ergodic 1f the ensemble average 1s equal to the time
average of the sample function x(t).

X(1) 15 stationary, implying that 1t has a constant mean .y, and the autocorrelation

function Ry
Ry(0)=E[X’

1, 147) 15 a function of 7 only, or Ryl(/, 14

-1) = Ry(7).

f)] 15 bounded, or Ry(0) <o, Hence Cy(0

= Ry(0) - g <0

* A necessary and sufficient condition for a random
process to be mean-ergodic 1s Jm Colldr <

2/19/2020

34



Cont...

* Even though we have derived necessary and
sufficient condition for a mean-ergodic process, we
cannot use 1t to test the ergodicity of any process
since 1t involves prior knowledge of the
autocovariance function CX (7).

* However, if a partial knowledge of the ACF such as
ICX(7)| goes to 0 as t goes to infinity, then we can

conclude that the process is ergodic.

* Although ergodic processes must be stationary,
stationary processes need not be ergodic.
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»Correlation-Ergodic

A stationary random process X(t) 1s correlation-

ergodic 1f time autocorrelation i1s equal to ensemble
autocorrelation.

. I )
1.C lim H xmxn-mm]_ﬁxm for all .]'l
:

T-»t0

[

Where; A 1s time shit,

{
lim [—] Inl.t'[r-r-lhh‘ . e .
(2T 1S time autocorrelation,

BN is ensemble autocorrelation,
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Example 4.6:- A random process has sample functions
of the form X(t)=Acos(wt+0O)

where w 1s constant, A 1s a random variable that has a
magnitude of +1 and —1 with equal probability, and O
1s a random variable that i1s uniformly distributed
between 0 and 2n. Assume that the random variables
A and O areindependent.

(a) Is X(t) a wide-sense stationary process?
(b) Is X(t) a mean-ergodic process?



Cont...
Solution

E|A] =0
1 |
2 172 2 [ A2
gﬂzj(l) +§(—|) =1=FE[A”]
I',‘I(HJI:TT

D'z = (2'?'[)2 = ﬂ—z
© 12 3

(a) Smce A and © are  independent,
E[X(t)]=E[A]E[cos(wt+ ©)]=0, which 1s a constant.

Also, the autocorrelation function of X(t) 1s given by
Ryx(t,t 4+ 1) = E|Acos(wt + ®)A cos(wt + wt + O)]

= E[Az] Elcos(wt 4+ ®) cos(wt + wt + O)]

= %Eicos(—wﬂ + cos(2wt +wt +20)]

2/19/2020 38
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Elcos(—wT)| + ;f [cos(wt + wT + 20)]

1
cos(wT) 4+ = P [cos(2w! 4+ wT 4+ 2()]

do

fzn cos(2wt 4+ wt + 20)
cos(wT) 4+ =
2 27t

cos(wT) + —|mn(2wf +wt+20)[5"

|
cos(wT) + —{HII‘I(ZWF + wT + 47) — sin(2wt + wT)}

= — COS(wWT)

2

» Since the mean is constant and the autocorrelation
function depends only on the difference between the two
times and not on t, we conclude that the process 1s wide-

sense stationary.
2/19/2020 39
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(b)

Time average 1s;
1! 1 A .
im — | X()dt= lim — | Acos(wl+@)dt= lim ——I[sin(wt+ O)][;
T-002l J_7 T-0021 [y I=00 ZIW

-y .
= lim ——[sin(2nw 4 6) =sin®] =0

I>00 21w
» time average=E[X(t)]=0.
» Thus, X(t) is mean-ergodic.

2/19/2020
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4.4 Power Spectral Density

* The power spectral density (psd) function of a real
stationary random process X(t) 1s defined as the
Fourier transform of the autocorrelation function:

» For Continuous Time;:

0

Sx(0) = FTRy(@] = | Ry(r)e ™ dr

o —00

* It represents the average power per hertz, and hence
the term power spectral density.

* From the Fourier inversion theorem we can obtain
the autocorrelation function from the power spectral

density: ;

Ry(r) = IFT[Sx(m]]:zl §y(0)e™d

M)
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* The mean-square value of the random process |,
which 1s also called the average power, is given by

84

1
HX0) =R = o [ Suxowan

—00

 Other properties of the power spectral density;

1. Syy(w) =0, which means that Syy (w) is a nonnegative function
2. Syx(—=w) = Syx(w), which means that Syy (w) 1s an even function

3. The power spectral density is a real function if X (1) is real because we have
that

o

x
Syx(w) = f Ryx(t)e " drt = f Rxx (T){cos(wT) — jsin(wT)}dt

— X —x0

oo 0o
= f Ry (7) cos(wt)dt — f Rxx(t)sin(wt)dt
—00

=0

00 o0
— f Ryx(t)cos(wt)dt = 2[ Ryx (t)cos(wt)dt
0

—00
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The cross-spectral density (csd) SXY(w) of two real
stationary random processes X(t) and Y(t) 1s defined

as the Fourier transform of the cross-correlation
function, RXY (1)

0

Syy(0) = IT,RU(T}I ny(T T

a0

and the inverse Fourier transform of SXY(w) gives the

cross-correlation function .
}’T)_ []"Tl.ﬁ';r[mﬂ - ,.}— Sn(m)r" 'dw

Tr. a0
* The cross-spectral density SXY(w) will be
complex, in general, even when the random
processes X(t) and Y(t) are real.



Some Common Fourier Transform Pairs

Cont...

x(T) X (w)
2a
e~ 4%l g0 e
- a + w?
e g=0,t=0 L
a+ yw
T b=>0,t<0 1_
b — jw
e T g=>0,1=(0 __
(a + jw)?
1 27td(w)
o(T) 1
et 27td(w — wy)

' 1 =T/2<t<T/2
()

otherwise
[ —*/T |xfl<T
() otherwise
COS(WT)
sin{wgT)

e~ 7l cos(wyT)

T,Siﬂ{ﬂ-’ T/2)
(wi'/2)

,rl::-:in(w’f'ﬂ:u ]2

(wT/2)
(W — W) + TId(W + wyy)
—jm[d(w — wq) — 8(w + wy)]

a a

a + (w —wp)2 it w)?
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» For discrete-time;
 The power spectral density of X[n]is given by the

following discrete-time Fourier transform of 1its

autocorrelation function: o0 e
Sxx(= ) Rxxlmle”

Note that ¢ /%" is periodic with period 2. That is, e /%201 = =12
¢ because ¢ /2™ = 1. Thus, Sy (®) is periodic with period 2, and it s suffi-
cient to define Sy (£2) only in the range (~m, m). This means that the autocorre-
lation function is given by

!

Reyll=— f S0
|

n
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* The properties of SXX(€2) include the following:

1. Sxx(Q+2m) = Sy (), which means that Syy (S2) s periodic with period 2m
as stated carlier.

2. Syx(=8) = Syy(), which means that Syy(€) is an even function.
3. Syy(Q) 1s real, which means that Sy (€2) =0,

4. ELX[nl] = Ryxl0] = 55 ™ Syy(0dS, which is the average power of the
PrOCESS.
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JWhite-Noise Process:- 1s a zero mean stationary

random process X(t) whose autocovariance or
autocorrelation 1s given by (1) = Ry() = 0300

* The energy of a white-noise process 1s infinite.

 White noise is the term used to define a random
function whose power spectral density is constant
for all frequencies.

* Thus, 1f N(t) denotes white noise, Syy(w)=Ny/2
where NO 1s a real positive constant.

* The inverse Fourier transform of SNN(w) gives the
autocorrelation function of N(t), Ry ()= (V250

where 0(7) 1s the impulse function.
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Example 4.7:- Determine the autocorrelation function

of the random process with the power spectral
density given by Syy(w) = 5 W <wp
. 0  otherwise

Solution
e Just find the inverse Fourier transtorm

1 [

Ryx(0) = o f Sxx (W)e" dw
nJ-o

_ ;L—ﬁlﬂﬁnhSufJWTfiH#:: _fﬂl_[Equriﬂ}

27 J _w, 2jmT —"o
= LS'” [fJWHT B {:—jW{jT] = ISI{} {EJW“T — E_JWUT
2jmt T 2j
() .
= — sin(w(T)
T
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Example 4.8:- Let Y(t)=X(t)*N(t) be a wide-sense
stationary process where X(t) 1s the actual signal and
N(t) is a zero-mean noise process with variancey and

independent of X(t). Find the power spectral density
of Y(t).

Solution

* Since X(t) and N(t) are i1ndependent random
processes, the autocorrelation function of Y(t) 1s
given by Ryy(v) = E[Y()Y(t+1)] = E[{X () + NOWX (t + 1) + Nt + 1))

=FEXOXt+0)+XONt+t)+NOX({t+71)+NON(t+ 7))
= E[X()X(t+1]+ EIXOIEIN(+ )]+ EINOIEIX (t+ 7))
+EIN(ON(t +7)]
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= Ryx (1) + Ryy(t) = Ryx (1) + 0%,8(7)

The power spectral density of Y(t) 1s the inverse
Fourier transform its autocorrelation function.
» Thus, the power spectral density of Y(t) is given by
Syy(w) =Syy(w) + 0%

Example 4.9:- Assume that X|[n] 1s areal process,
which means that RXX[—m]= RXX|m]. Find the

power spectral density SXX(Q)

Sxx () = Z Ryx[mle /M = Z Ryx|mle jgm"‘ZR)ﬁ(I!ﬂ]{ —jom

M=—00 m=—00 —()

o0 ; 0 :
= ZR;{){[—klﬁfﬂk + Z Rxx[mlff_fgm
k=1

m=()
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00 £2m —jL2m
el + e/
— Rxx[01+2 Y Rxxlm] S

m=1

o0
= Ryv[O0] 4+ 2 Z Ry x|m]cos(ms2)

m=1

Example 4.10:- Find the power spectral density of a
random sequence X|[n] whose autocorrelation
function is given by Ryy[m]=a".

Solution
The power spectral density 1s given by

o0
Sxx(§2) = Z Rxx[mle /¥m = Z gml ,—jem

m=—00 M=—00
-1 00

_ Z aMe -jS2m 4+ } :amg--—;ﬂm
M=—00 m=()
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