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DREFACE

As indicated by the title of the eleventh edition, Assessment: In Special and
Inclusive Education, we continue to be concerned about assessing the perfor-
mance and progress of students with disabilities regardless of whether their edu-
cation occurs in general or special education settings. Since the initial publication
of Assessment in 1978, educational and psychological assessment of students
with disabilities has changed dramatically. Sweeping federal legislation has guar-
anteed the rights of students with disabilities to free and appropriate public edu-
cation; students and their parents are guaranteed a variety of meaningful legal
protections throughout the evaluation process. The quality of tests has improved
dramatically. Where once it could be difficult to find a device that had sufficient
reliability, validity, and normative data for use in making important educational
decisions on behalf of students, teachers and psychologists now have numerous
such devices from which to choose.

At the same time, information science has changed. Colleges and universities
have gone from a “hard copy” to digital institutions. The Internet has more infor-
mation than a scholar can pore through in a lifetime, and now users are not tied
to a fixed terminal. The Internet is accessible anywhere there is wifi or a wireless
telephone signal.

Clearly, the time had come for Assessment to change, and the eleventh edition
has changed substantially. We have streamlined the text and we make far greater
use of our website. There is a new, student-friendly design and new features are
introduced. The statistical and measurement content now focuses on informa-
tion commonly needed in schools; the more technical information in earlier edi-
tions has moved to our website. The number of specific tests reviewed has been
reduced to the most commonly used tests; reviews of less frequently used tests
(as well as dated tests) have moved to our website. We have added new chapters
on managing assessment in classrooms, uses of technology in assessment, and
communicating assessment results. We have incorporated much of the content
from “Testing Students with Limited English Proficiency,” “Assessing Instructional
Ecology,” and “Assessing Response to Instruction” into other chapters; we have
also placed those chapters on our website for students who prefer the informa-
tion in that form. Finally, we dropped three other chapters (“Portfolio Analysis,”
“Assessment of Intelligence: Group Tests,” and “Assessment of Sensory Acuity”)
because, although important, we felt they were peripheral to the focus of the
book. However, two of those chapters are available on the website, and some of
the content of the third has been incorporated into other chapters.

Many of the same philosophical differences continue to divide the assessment
community. Disputes continue over the value of standardized and unstandard-
ized test administration, objective and subjective scoring, generalizable and non-
generalizable measurement, interpersonal and intrapersonal comparisons, and
so forth. After carefully considering the various approaches to assessment, we
remain committed to approaches that facilitate data-based decision making. Thus
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we believe students and society are best served by the objective, reliable, and valid
assessment of student abilities and of meaningful educational results.

Our position is based on several conclusions. First, the IDEA requires objective
assessment, largely because it usually leads to better decision making. Second, we are
encouraged by the substantial improvement in assessment devices and practices over
the past twenty-plus years. Third, although some alternatives are merely unproven,
other innovative approaches to assessment—especially those that celebrate subjec-
tivity—have severe shortcomings that have been understood since the early 1900s.
Fortunately, much of the initial enthusiasm for those approaches is already begin-
ning to wane. Fourth, we believe it is unwise to abandon effective procedures with-
out substantial evidence that the proposed alternatives really are better. Too often,
we learned that an educational innovation was ineffective after it had failed far too
many students.

From the first edition, we tried to make Assessment a comprehensive book
that was suitable for novice and expert. We provided comprehensive coverage
of measurement concepts, commonly used tests, and important educational
decisions. We explained the calculation of descriptive statistics (e.g., means and
standard deviations), basic measurement statistics (reliability coefficients), and
advanced measurement statistics (e.g., reliability of predicted differences). We
reviewed most of the commonly used devices that were current. We explained the
types of decisions that educators make in the process of identifying and serving
students with disabilities. And we discussed the role of assessment accountability
decisions. As education law evolved, as measurement theory developed, as more
tests were introduced, successive editions of Assessment grew.

Assessment: In Special and Inclusive Education, Eleventh Edition, is intended for a
first course in assessment taken by those whose careers require understanding and
informed use of assessment data. The primary audience is made up of those who
are or will be teachers in special education at the elementary or secondary level.
The secondary audience is the large support system for special educators: school
psychologists, child development specialists, counselors, educational administra-
tors, nurses, preschool educators, reading specialists, social workers, speech and
language specialists, and specialists in therapeutic recreation. Additionally, in
today’s reform climate, many classroom teachers enroll in the assessment course
as part of their own professional development. In writing for those who are tak-
ing their first course in assessment, we have assumed no prior knowledge of mea-
surement and statistical concepts.

Students with disabilities have the right to an appropriate evaluation and to an
appropriate education in the least restrictive educational environment. Those
who assess have a tremendous responsibility; assessment results are used to make
decisions that directly and significantly affect students’ lives. Those who assess are
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responsible for knowing the devices and procedures they use and for understand-
ing the limitations of those devices and procedures. Decisions regarding a stu-
dent’s eligibility for special education and related services must be based on valid
information; decisions about how and where to educate students with disabilities
must be based on valid data.

Coverage

The eleventh edition continues to offer straightforward and clear coverage of
basic assessment concepts, evenhanded evaluations of standardized tests in
each domain, and illustrations of applications to the decision-making process.
Most chapters have been updated, and several have been revised substantially.
The organization of the eleventh edition has changed. We now have four parts:
Assessment: An Overview, Assessment in Classrooms, Assessment Using Formal
Measures, and Using Assessment Results to Make Educational Decisions.

New Pedagogical Features

Each chapter starts out with the new clearly stated chapter goals and list of key
terms. Main headings throughout the chapter are then linked to the chapter goal
that they address. These elements promote active reading and learning.

The new Scenario in Assessment feature connects the concepts highlighted in
the chapter to the real-life classroom. In this feature, students read vignettes that
describe assessment situations in which new teachers might find themselves.

Tests Reviewed

One of the most notable changes is a reduction in the number of tests reviewed in
Part 3. We have opted to place tests that are less frequently used on our website,
http://www.cengage.com/education/salvia.

There are several new and revised tests and measures in the book, includ-
ing the Woodcock—-Johnson-IIT Normative Update: Tests of Cognitive Abilities
and Tests of Achievement (WJ-III NU); Peabody Picture Vocabulary Test-Fourth
Edition; TerraNova, Third Edition; STAR Reading; KeyMath-3 Diagnostic
Assessment; Test of Language Development: Primary-Fourth Edition; Test of
Language Development: Intermediate-Fourth Edition; Test of Written Language—
Fourth Edition; and AIMSweb. These new tests are indicated by an asterisk in the
list of all tests reviewed in this edition, which appears on the inside front cover
and first page of this book.

New Chapters

The following are brand-new chapters to this edition:

m Chapter 1, “Introduction: The Context for Assessment in Schools and
Current Assessment Practices”

B Chapter 3, “Test Scores and How to Use Them,” combines the fundamental
information from previous chapters on “Descriptive Statistics,” “Norms,”
and “Quantification of Test Performance.”
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Chapter 4, “Technical Adequacy,” combines the fundamental information
from previous chapters on “Reliability” and “Validity.”

Chapter 8, “Managing Classroom Assessment,” explains the characteristics
of effective testing programs with special emphasis on monitoring students’
responses to instruction, how to manage regular classroom assessments, and
how to make classroom decisions using student progress data.

Chapter 14, “Using Measures of Intelligence,” combines three previous
chapters (“Assessment of Intelligence: An Overview,” “Assessment of
Intelligence: Group Tests,” and Assessment of Intelligence: Individual Tests”).

Chapter 19, “Using Technology-Enhanced Measures,” explains and provides
examples of the use of technology for both continuous and periodic progress
monitoring; it also describes classroom response systems, classroom
observation systems, and programs used to score tests and write reports.

Chapter 23, “Communicating Assessment Information,” discusses
communication between school teams and parents about assessment and
decision making. It includes information about the characteristics of effective
school teams, the types of teams commonly formed in school settings, strategies
for effectively communicating assessment information to parents, how
assessment information is communicated and maintained in written formats,
and various related rules concerning data collection and record keeping.

Organization

Part 1, “Assessment: An Overview,” places testing in the broader context of assess-
ment: In Chapter 1, “Introduction: The Context for Assessment in Schools and
Current Assessment Practices,” we describe assessment as a multifaceted process.
The kinds of decisions made using assessment data are delineated, and basic termi-
nology and concepts are introduced. In Chapter 2,“Legal and Ethical Considerations
in Assessment,” we describe the ways assessment practices are regulated and
mandated by legislation and litigation. In Chapter 3, “Test Scores and How to
Use Them,” we describe the commonly used ways to quantify test performance
and provide interpretative data. In Chapter 4, “Technical Adequacy,” we explain
the basic measurement concepts of reliability and validity. In Chapter 5, “Using
Test Adaptations and Accommodations,” we discuss how tests can be adapted to
accommodate students with disabilities and English Language Learners.

Part 2, “Assessment in Classrooms,” provides readers with fundamental knowl-
edge necessary to conduct assessments in the classrooms. Chapter 6, “Assessing
Behavior Through Observation,” explains the major concepts in conducting sys-
tematic observations of student behavior. Chapter 7, “Teacher-Made Tests of
Achievement,” provides a systematic overview of tests that teachers can create to
measure students’ learning and progress in the curriculum. Chapter 8, “Managing
Classroom Assessment,” is devoted to helping educators plan assessment programs
that are efficient and effective in the use of both teacher and student time.

In Part 3, “Assessment Using Formal Measures,” we provide information
about the abilities and skills most commonly tested in the schools. Part 3 begins
with Chapter 9, “How to Evaluate a Test.” This chapter is a primer on what to
look for when considering the use of a commercially produced test. The next nine
chapters in Part 3, provide an overview of the domain and reviews of the most
frequently used measures: Chapter 10 (Assessment of Academic Achievement with
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Multiple-Skill Devices), Chapter 11, (Using Diagnostic Reading Measures),
Chapter 12 (Using Diagnostic Mathematics Measures), Chapter 13 (Using
Measures of Oral and Written Language), Chapter 14 (Using Measures of
Intelligence), Chapter 15 (Using Measures of Perceptual and Perceptual-Motor
Skills), Chapter 16 (Using Measures of Social and Emotional Behavior), Chapter 17
(Using Measures of Adaptive Behavior), and Chapter 18 (Using Measures of
Infants, Toddlers, and Preschoolers). Part 3 concludes with Chapter 19, “Using
Technology-Enhanced Assessments,” which describes computerized approaches to
testing and systematic observation.

In Part 4, “Using Assessment Results to Make Educational Decisions,” we
discuss the most important decisions educators make on behalf of students with
disabilities. In Chapter 20, “Making Instructional Decisions,” we discuss the deci-
sions that are made prior to a student’s referral for special education and those that
are made in special education settings. In Chapter 21, “Making Special Education
Eligibility Decisions,” we discuss the role of multidisciplinary teams and the process
for determining a student’s eligibility for special education and related services. In
Chapter 22, “Making Accountability Decisions,” we explain the legal requirements
for states and districts to meet the standards of No Child Left Behind and IDEA,
achievement standards, and important considerations in making accountability
decisions. In Chapter 23, “Communicating Assessment Information,” we provide
an overview of communicating with school teams and parents about assessment
and decision making, and include information about the characteristics of effective
school teams, strategies for effectively communicating assessment information to
parents, and the rules concerning data collection and record-keeping.

These websites extend the textbook content and provide resources for further explo-
ration into assessment practices. There are chapters and test reviews from previous
editions, appendixes, and additional resources helpful for students and instructors.

Visit www.cengage.com/education/salvia for additional tests and resources.
Test development is an ongoing process. It is our intent to review new tests as they
become available and to place the reviews on the website.

Over the years, many people have assisted in our efforts. In the preparation of this
edition, we express our sincere appreciation to Julia Giannotti for her assistance
throughout the development of this edition. We remain indebted to Lisa Mafrici,
senior developmental editor, and Loretta Wolozin, who sponsored eight of the pre-
vious editions. We also appreciate the assistance of Heidi Triezenberg for her work
on the Instructor’s Resource Manual with Test Items, which accompanies this text.

Jobn Salvia
Jim Ysseldyke
Sara Bolt
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Assessment: An Overview
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about students. Part 1 of this text looks at
basic considerations in psychological and
educational assessment of students, and
introduces concepts and principles that
constitute a foundation for informed and

critical use of assessment information.

Chapter 1 provides a description of the
kinds of decisions made using assessment
information, and considers the ways in which
assessment impacts society, children, and their
education. Chapter 2 includes a description of
the major laws that affect assessment in schools,
and describes ethical considerations in best
assessment practices. Chapter 3 includes a des-
cription of the kinds of scores one obtains from
tests and a set of considerations on how to use
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it contains a discussion of the major concepts
necessary for understanding most of the
remaining chapters in this part and later parts of
the book.

Chapter 4 is focused on the technical
adequacy of tests. The main focus is on reliability
(the important concept that scores are fallible,
and the amount of error associated with scores)
and validity (the extent to which a test or other
procedure leads to valid inferences about tested
performance). Validity is the most important and
inclusive aspect of a test's technical adequacy.

Chapter 5 includes a description of important
considerations in adapting tests to accommodate
the specific needs of students with disabilities and
English language learners.
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EDUCATION IS INTENDED TO PROVIDE ALL STUDENTS WITH THE SKILLS AND
competencies they need to enhance their lives and the lives of their fellow citizens.
This function would be extremely difficult even if all students entered school with
the same abilities and competencies and even if students learned in the same way
and at the same rate. However, they do not.

Some are very smart, and some are not; some have mastered much of the
first-grade curriculum before they enter school, whereas others need unusual
amounts of help to learn the same material; some are fluent in English, and oth-
ers are not; many have appropriate school behavior, and some do not. Also, the
students attending schools today are a much more diverse group than in the past.
Today’s classrooms are multicultural, multiethnic, and multilingual. Students
demonstrate a significant range of academic skills; in some large urban environ-
ments, for example, 75 percent of sixth graders are reading more than 2 years
below grade level, and there is as much as a 10-year range in skill level in math
in a sixth-grade classroom. More than 200,000 infants and toddlers, and more
than 6.5 million children and youth with disabilities (approximately 13 percent of
the school-age population) receive special education and related services. Most of
these children and youth are attending schools in their own neighborhoods—this
was not always the case in the past—and fewer students with disabilities are in
separate buildings or separate classes, instead learning in classes with their peers.
Thus, the focus of this book is on students in special and inclusive education.

In the United States, there are two major expectations for schools: excellence
and equity. It is expected that students will work toward and achieve high
standards, and it is expected that all students will do so. All students are entitled
to a free and appropriate public education. The job of schools and the personnel
who work in them is twofold: We are to enhance the competence of all students,
and we are to build the capacity of systems (broadly conceived as communi-
ties, schools, parents and caregivers, and service agencies) to meet the needs of
individual students.

School personnel are confronted with the significant challenge of meeting
the needs of a very diverse group of students. This is why assessment is such an
important activity. Assessment is the process that professionals use to understand
and address individual differences in the schools. Assessment is a problem analysis
and problem-solving activity that enables school personnel to identify students’
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current level of skills, target instruction at students’ personal levels, monitor
student progress and make adjustments in instruction, and evaluate the extent
to which students have met instructional goals. One purpose of assessment is to
help plan instructional activities that will take students from wherever they are in
skill acquisition and move them toward where we want them to be (competence
enhancement). Another purpose of assessment is to let us know how schools are
doing with all students and to help us build the capacity of schools to enhance
student competence (capacity building).

Assessment Defined

Assessment is a process of collecting data for the purpose of making decisions
about students or schools. School personnel use assessment information
to make decisions about what students have learned, what and where they
should be taught, and the kinds of related services (for example, speech and
language services, and psychological services) they need. Throughout their
professional careers, teachers, guidance counselors, school social workers,
school psychologists, and school administrators are required to give, score, and
interpret a wide variety of tests. Because professional school personnel routinely
receive test information from their colleagues within the schools and from pro-
fessionals outside the schools, they need a working knowledge of important
aspects of testing.

School personnel also use assessment information to make decisions
about schools. School districts increasingly are being held accountable for
the performance of their pupils. Parents, the general public, legislators, and
bureaucrats want to know the extent to which students are profiting from their
schooling experiences. Federal education policy contains specific expectations
for states to develop high educational standards and to use tests to measure the
extent to which students meet the standards.

When we assess students, we measure their competence. Specifically, we
measure their progress toward attaining those competencies that their schools
or parents want them to master. In schools, we are concerned about competence
in three domains in which teachers provide interventions: academic, behavioral
(including social), and physical. Historically, the focus of assessment has been
on measuring student progress toward instructional goals and on diagnos-
ing the need for special programs and related services. For example, we may
want to know whether Antoine needs special education services to help him in
developing his reading skills (need for service in an academic domain), whether
Claude’s behavior in class is sufficiently atypical to require special treatments
or interventions (behavioral domain), or the extent to which Ellen is developing
physically at a normal rate (measuring progress in the physical domain).

In this text, we address primarily the use of assessment information to make
educational decisions about individual students and groups. We also describe the
use of tests in making accountability decisions for schools and school systems.
Our coverage of assessments is broad, including both formal and informal
assessments, multiple methods for collecting information, and the many purposes
for which the collected information is used.
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The Importance of Assessment in School and Society

Assessment touches everyone’s life. It especially affects the lives of people who
work with children and youth and who work in schools. As you begin your study
of the assessment of students, consider the following ways in which assessment
affects people’s lives:

You learn that as part of the state certification process, you must take
tests that assess your knowledge of teaching practices, learning, and child
development.

Mr. and Mrs. Johnson receive a call from their child’s third-grade teacher,
who says he is concerned about Morgan’s performance on a reading test. He
would like to refer Morgan for further testing to determine whether Morgan
has a learning disability.

Mr. and Mrs. Erffmeyer tell you that their son is not eligible for special
education services because he scored “too high” on an intelligence test.

In response to publication of test results showing that U.S. students rank low
in comparison to students in other industrialized nations, the U.S. Secretary
of Education issues a call for more rigorous educational standards for all
students.

The superintendent of schools in a large urban district learns that only 40 percent
of the students in her school district passed the state graduation test.

Your local school district asks for volunteers to serve on a task force to design
a measure of technological literacy to use as a test with students.

Everyone thinks they are an expert on education, and assessment is one of
the most hotly debated issues among not only educators but also the general
public. People react strongly when test scores are used to make interpersonal
comparisons in which they or those they love look inferior. We expect parents to
react strongly when test scores are used to make decisions about their children’s
life opportunities—for example, whether or not their child could enter college,
pass a class, be promoted to the next grade, receive special education, or be placed
in a program for gifted and talented students. Unwanted outcomes often lead to
questions about the kinds of tests used, the skills or behaviors they measure, and
their technical adequacy. Probably no other activity that takes place in educa-
tion brings with it so many challenges. Testing plays a critical role in schools and
in society. Entire communities are keenly interested when test scores from their
schools are reported and compared with scores from schools in other communities.
Often, tests are used to make high-stakes decisions that may have a direct and
significant effect on the continued funding of schools and school systems. The joint
committee of three professional associations that developed a set of standards for
test construction and use has addressed the importance of testing:

Educational and psychological testing are among the most important contribu-
tions of behavioral science to our society, providing fundamental and significant
improvements over previous practices. Although not all tests are well developed
nor are all testing practices wise and beneficial, there is extensive evidence docu-
menting the effectiveness of well-constructed tests for uses supported by validity
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evidence. The proper use of tests can result in wiser decisions about individuals and
programs than would be the case without their use and also can provide a route to
broader and more equitable access to education and employment. The improper
use of tests, however, can cause considerable harm to test-takers and other parties
affected by test-based decisions. (American Educational Research Association,
American Psychological Association, & National Council on Measurement in
Education, 1999, p. 1).

R
' Typesof Assessment Decisions Mado by Educators

Educational assessment decisions address problems. Some of these assessment
decisions involve problem identification (deciding whether there is a problem),
whereas others address problem analysis and problem solving. Most educational
problems begin as discrepancies between our expectations for students and their
actual performance. Students may be discrepant academically (they are not learning
to read as fast as they are expected), behaviorally (they are not acting as they
are expected), or physically (they are not able to sense or respond as expected).
At some point, a discrepancy is sufficiently large that it is seen as a problem rather
than benign human variation. The crossover point between a discrepancy and a
problem is a function of many factors: the importance of the discrepancy (for
example, inability to print a letter versus forgetting to dot the “i”), the intrusiveness
of the discrepancy (for example, a throat-clearing tic versus shouting obsceni-
ties in class), and so forth. Other assessment decisions address problem solving
(addressing questions of how to solve problems and thereby improve students’
education). Table 1.1 lists the kinds of decisions school personnel make using
assessment information.

TABLE 1.1

Screening

Decisions Made Using Assessment Information

Are there unrecognized problems?

Progress monitoring

Is the student making adequate progress?

m Toward individual goals
m Toward state standards

Instructional planning and
modification

What can we do to enhance competence and build capacity, and how can we do it?

Resource allocation

Are additional resources needed?

Eligibility for special
education services

Is the student eligible for special education and related services?

Program evaluation

Are the instructional programs that are being used effective?

Accountability decisions

Does what we do lead to desired outcomes?
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Screening Decisions: Are There Unrecognized Problems?

Educators now recognize that it is very important to identify physical, academic,
or behavior problems early in students’ school careers. Early identification enables
us to develop interventions that may alleviate or eliminate later difficulties.
Educators also understand that it is important to screen for specific conditions
such as visual difficulties because prescription of corrective lenses enables students
to be more successful in school. School personnel engage in universal screening
(they test everyone) for some kinds of potential problems. All young children are
screened for vision or hearing problems with the understanding that identifica-
tion of sensory problems allows us to prescribe corrective measures (glasses, con-
tacts, hearing aids, or amplification equipment) that will alleviate the problems.
All students are required to have a physical examination, and most students are
assessed for “school readiness” prior to entrance into school.

Progress Monitoring Decisions: Is the Student Making Adequate
Progress?

School personnel assess students for the purpose of making two kinds of prog-
ress monitoring decisions: (1) Is the student making adequate progress toward
individual goals? and (2) Is the student making adequate progress toward state
standards?

School personnel regularly assess the specific skills that students do or do not
have in specific academic content areas such as decoding words, comprehending
what they read, performing math calculations, solving math problems, or
writing. We want to know whether the student’s rate of acquisition will allow
the completion of all instructional goals within the time allotted (for example,
by the end of the school year or by the completion of secondary education).
The data are collected for the purpose of making decisions about what to teach
and the level at which to teach. For example, students who have mastered
single-digit addition need no further instruction (although they may still need
practice) in single-digit addition. Students who do not demonstrate those skills
need further instruction. The specific goals and objectives for students who
receive special education services are listed in their individualized educational
programs (IEPs).

The focus in assessment is helping students move toward the competencies
we want them to attain so that we can modify instruction or interventions that
are not meeting desired effects. Progress may be monitored continuously or
periodically to ensure students have acquired the information and skills being
taught, can maintain the newly acquired skills and information over time, and
can appropriately generalize the newly acquired skills and information. The
IEPs of students who receive special education services must contain statements
of the methods that will be used to assess their progress toward attaining these
goals. In any case, the information is used to make decisions about whether
the instruction or intervention is working and whether there is a need to alter
instruction.
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School personnel set goals/standards/expectations for performance of schools,
classes, and individual students. All states have identified academic content and
performance standards that specify what students are expected to learn in reading,
mathematics, social studies, science, and so forth. Some students may have addi-
tional goals. Students with significant cognitive disabilities may be required to
work toward a set of alternative achievement standards, or standards may be
modified for students with disabilities that interfere with their movement toward
state goals or standards (this is discussed in detail in Chapter 22). Moreover,
states are required by law to have in place a system of assessments aligned with
their goals/standards/expectations. The assessments that are used to identify the
standing of groups are also used to ascertain if individuals have met or exceeded
state standards/goals.

Instructional Planning and Modification Decisions: What Can We
Do to Enhance Competence and Build Capacity, and How
Can We Do It?

Inclusive education teachers are able to take a standard curriculum and plan
instruction based on it. Although curricula vary from district to district—largely
as a function of the values of community and school—they are appropriate for
most students at a given age or grade level. However, what should teachers do for
those students who differ significantly from their peers or from district standards
in their academic and behavioral competencies? These students need special help
to benefit from classroom curriculum and instruction, and school personnel must
gather data to plan special programs for these students.

Three kinds of decisions are made in instructional planning: (1) what to
teach, (2) how to teach it, and (3) what expectations are realistic. Deciding
what to teach is a content decision usually made on the basis of a systematic
analysis of the skills that students do and do not have. Scores on tests and other
information help teachers decide whether students have specific competencies.
Test information may be used to determine placement in reading groups or
assignment to specific compensatory or remedial programs. Teachers also
use information gathered from observations and interviews in deciding what
to teach. They obtain information about how to teach by trying different
methods of teaching and monitoring students’ progress toward instructional
goals. Finally, decisions about realistic expectations are always inferences,
based largely on observations of performance in school settings and perfor-
mance on tests.

One of the provisions of the No Child Left Behind Act, the major federal law
governing delivery of elementary and secondary education, states that schools
are to use “evidence-based” instructional practices. There are a number of inter-
ventions with empirical evidence to support their use with students with special
needs. A number of websites are devoted to evidence-based teaching, including the
following: U.S. Department of Education (www.ed.gov/index.jhtml), Campbell
Collaboration (www.campbellcollaboration.org), and What Works Clearinghouse
(www.whatworks.ed.gov).
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Resource Allocation Decisions: Are Additional
Resources Necessary?

Assessment results may indicate that individual students need special help or
enrichment. These students may be referred to a teacher assistance team,' or
they may be referred for evaluation to a multidisciplinary team that will decide
whether these students are entitled to special education services. School personnel
gather data on student sensory difficulties or on academic skills for the purpose
of deciding whether or not additional resources are necessary. They also use
assessment information to make decisions about how to enlist parents, schools,
teachers or community agencies in enhancing student competence.

When it is clear that many or all students require additional programs or
support, system change and increased capacity may be indicated. Clear examples
of building the capacity of schools to meet student needs include preschool educa-
tion for all, federal funding to increase student competence in math and science,
and federal requirements for school personnel to develop individualized plans to
guide the transition from high school to postschool employment.

Eligibility for Special Education Services Decisions: Is the Student
Eligible for Special Education and Related Services?

School personnel use assessment information to make decisions about whether
students are eligible for special education and related services. Before a student
may be declared eligible for special education services, he or she must be shown
to be exceptional (have a disability or a gift or talent) and to have special learning
needs. It is not enough to be disabled or to have special learning needs. Students can
be disabled and not require special education services. Students can have special
learning needs but not meet the state criteria for being declared disabled. For
example, there is no federal mandate for provision of special education services to
students with behavior disorders, and in many states students with behavior disor-
ders are not eligible for special education services (students need to be identified as
emotionally disturbed to receive special education services). Students who receive
special education (1) have diagnosed disabilities and (2) need special education
services to achieve educational outcomes.

In addition to the classification system employed by the federal government,
every state has an education code that specifies the kinds of students considered
disabled. States may have different names for the same disability. For example, in
California, some students are called “deaf” or “hard of hearing”; in other states,
such as Colorado, the same kinds of students are called “hearing impaired.” States

"Two kinds of teams typically operate in schools. The first, usually composed of teachers only, is
designed as a first line of assistance to help classroom teachers solve problems with individual stu-
dents in their class. These teams, often called teacher assistance teams, mainstream assistance teams,
or schoolwide assistance teams, meet regularly to brainstorm possible solutions to problems teachers
confront. The second kind of team is the multidisciplinary team that is required by law for purposes of
making special education eligibility decisions. These teams are usually made up of a principal, regular
and special education teachers, and related services personnel such as school psychologists, speech
and language pathologists, occupational therapists, and nurses. These teams have different names in
different places. Most often, they are called child study teams, but in Minneapolis, for example, they
are called special education referral committees or IEP teams.
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may expand special education services to provide for students with disabilities
that are not listed in the Individuals with Disabilities Education Improvement
Act (IDEA), but states may not exclude from services the disabilities listed in
the IDEA. Some states consider gifted students to be exceptional and entitled to
special education services; other states do not.

Program Evaluation: Are Instructional Programs Effective?

Assessment data are collected to evaluate specific programs. Here the emphasis
is on gauging the effectiveness of the curriculum in meeting the goals and objec-
tives of the school. School personnel typically use this information for schoolwide
curriculum planning. For example, schools can compare two approaches to teach-
ing in a content area by (1) giving tests at the beginning of the year, (2) teaching
comparable groups two different ways, and (3) giving tests at the end of the year.
By comparing students’ performances before and after, the schools are able to
evaluate the effectiveness of the two competing approaches.

The process of assessing educational programs can be complex if numer-
ous students are involved and if the criteria for making decisions are written
in statistical terms. For example, an evaluation of two instructional programs
might involve gathering data from hundreds of students and comparing their
performances and applying many statistical tests. Program costs, teacher and
student opinions, and the nature of each program’s goals and objectives might be
compared to determine which program is more effective. This kind of large-scale
evaluation probably would be undertaken by a group of administrators working
for a school district. Of course, program evaluations can be much less formal.
For example, Martha is a third-grade teacher. When Martha wants to know the
effectiveness of an instructional method she is using, she does her own evaluation.
Recently, she wanted to know whether phonics instruction in reading is better
than using flashcards to teach word recognition. She used both approaches for
2 weeks and found that students learned to recognize words much more rapidly
when she used a phonics approach.

Accountability Decisions: Does What We Do Lead to Desired
Outcomes?

Under the provisions of the No Child Left Behind Act, schools, school districts,
and state education agencies are now held accountable for individual student
performance and progress. School districts must report annually to their state’s
department of education the performance of all students, including students with
disabilities, on tests the state requires students to take. By law, states, districts,
and individual schools must demonstrate that the students they teach are making
adequate yearly progress (AYP). When it is judged by the state that a school is not
making AYP, or when specified subgroups of students (disadvantaged students,
students with disabilities, or specific racial/ethnic groups) are not making AYP,
sanctions are applied. The school is said to be a school in need of improvement.
When schools fail to make AYP for 2 years, parents of the children who attend
those schools are permitted to transfer their children to other schools that are
not considered in need of improvement. When the school fails to make AYP
for 3 years, students are entitled to supplemental educational services (usually
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after-school tutoring). Failure to make AYP for longer periods of time results in
increasing sanctions until finally the state can take over the school or district and
reconstitute it.

There are a number of things to think about as you proceed through this book. In
this section, we describe several things to bear in mind.

The Type of Decision Determines the Type of Information Needed

In assessing students, it is critical to think about the kind of decision you are
making. Different kinds of decisions require different kinds of assessments
(both different tests and different assessment processes). For example, if one is
attempting to decide whether Millie meets the state eligibility criteria for being
classified mentally retarded, it would be necessary to administer an individual
intelligence test. If one is attempting to plan an instructional program for Millie,
who is mentally retarded, it is not necessary to administer an intelligence test.
Rather, we need to know the specific skills that she does and does not have. Such
information is best obtained by assessing her level of skill attainment or achieve-
ment. Finally, if one wants to know whether Millie is making progress in her
instructional program, progress monitoring provides this information.

Focus on Alterahle Behaviors

After we decide a student is eligible for special education services, our focus
should be on assessment of alterable behaviors (behaviors that can be changed).
Educators can work to enhance student competence in reading, math, writing,
and other academic content areas. They can change the way they teach students
to decode words or to write in complete sentences. As educators, we can change
what happens in school. As citizens, we can work to change what happens outside
of school.

Assess Instruction Before Assessing Learners

When a student is experiencing difficulty in school, two related and complemen-
tary types of assessment should be performed. First, the instruction a student
has received is assessed to ascertain whether the student’s difficulties stem from
inappropriate curriculum or inadequate teaching. When instruction is found to
be inadequate, the student should be given appropriate instruction to determine
whether it alleviates the difficulty. When appropriate instruction fails to remediate
the difficulty, further assessment of the student is carried out. Each approach is
described in this section.

Assessing Instruction

Until the early 1980s, most assessment activities in school settings consisted of
efforts to assess the learner. Yet school personnel often have difficulty developing
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instructional recommendations solely on the basis of information about the
characteristics of students. Englemann, Granzin, and Severson (1979) recommended
that assessment begin with instructional diagnosis “to determine aspects of
instruction that are inadequate, to find out precisely how they are inadequate, and
to imply what must be done to correct their inadequacy” (p. 361). In this approach,
assessment consists of systematic analysis of instruction in terms of its appropri-
ateness for the learner. Two dimensions are usually considered when instruction is
assessed: instructional challenge and instructional environment.

For instruction to be effective, it must be possible for the
learner, with a reasonable effort, to master the information (the facts, skills, behaviors,
or processes) being taught. If the degree to which information challenges a learner
is thought of as a continuum, we can think of material as ranging from too easy
(unchallenging), through approximately right in degree of difficulty (appropriately
challenging), to too difficult (overly challenging). School personnel endeavor to match
instruction so that there is an appropriate level of challenge—usually approximately
90 percent known to 10 percent unknown. To do so, they must know the level of
skill development of the learner. Thus, they typically gather data on the skills that
students do and do not have. Then they plan instruction matched to the students’
skill level.

Instruction involves more than appropriate curricu-
lum. It is a complex activity, the outcomes of which depend on the interaction of
many factors. Recognition of this fact has led to efforts to assess the qualitative
nature of students’ instructional environments (Ysseldyke & Christenson, 2002).
In doing so, educators gather information on the extent to which evidence-based
components of effective instruction are present in the instruction that individual
students receive. Two dimensions of instruction (classroom management and
learning management) are worth describing here.

Classroom management: Classroom management refers to a collection of
organizational goals centered on using time wisely in order to maximize
learning and on maintaining a safe classroom environment that is conducive
to student learning. In classrooms that are poorly organized, students lose
learning opportunities because of disruptions by other students, ineffective
grouping, poor transitions between activities, and so forth. In contrast, well-
organized classrooms have clearly stated and well-understood procedures,
consistent consequences for student behavior, and student freedom within a
structured environment.

Learning management: The organization and management of the classroom
to ensure learning require careful attention to detail. Essentially, teachers
must oversee the learning situation. Effective teachers (1) demonstrate what
is to be learned and then provide adequate opportunities for meaningful
rehearsal and guided and independent practice with appropriate materials
until skills become automatic; (2) give students immediate, specific, and
corrective feedback about their performances and provide opportunities to
correct mistakes; (3) reinforce desired outcomes; and (4) stress understanding,
application, and transfer of information.
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When students have received appropriate instruction but are still experiencing
academic or behavioral problems, school personnel usually begin to assemble
existing information to document the nature of the problem (that is, to identify
specific learning strengths and weaknesses) and to generate hypotheses about the
problem’s likely solution. They do so using observations, recollections, tests, and
professional judgments.

Assessment Is Broader Than Testing

School personnel sometimes equate testing and assessment. Testing consists of
administering a particular set of questions to an individual or group of individuals
to obtain a score. That score is the end product of testing. A test is only one of
several assessment techniques or procedures for gathering information. During
the process of assessment, data from observations, recollections, tests, and profes-
sional judgments all come into play.

Observations can provide highly accurate, detailed, verifiable information not
only about the person being assessed but also about the surrounding contexts.
Observations can be categorized as either nonsystematic or systematic. In non-
systematic, or informal, observation, the observer simply watches an individual
in his or her environment and notes the behaviors, characteristics, and personal
interactions that seem significant. In systematic observation, the observer sets out
to observe one or more precisely defined behaviors. The observer specifies observ-
able events that define the behavior and then counts the frequency or measures
the frequency, duration, amplitude, or latency of the behaviors.

Recalled observations and interpretations of behavior and events are frequently
used as an additional source of information. People who are familiar with the
student can be very useful in providing information through interviews and rating
scales. Interviews can range in structure from casual conversations to highly struc-
tured processes in which the interviewer has a predetermined set of questions that
are asked in a specified sequence. Generally, the more structured the interview, the
more accurate are the comparisons of the results of several different interviews.
Rating scales can be considered the most formal type of interview. Rating scales
allow questions to be asked in a standardized way and to be accompanied by
the same stimulus materials, and they provide a standardized and limited set of
response options.

A test is a predetermined set of questions or tasks for which predetermined types
of behavioral responses are sought. Tests are particularly useful because they
permit tasks and questions to be presented in exactly the same way to each person
tested. Because a tester elicits and scores behavior in a predetermined and consis-
tent manner, the performances of several different test takers can be compared, no
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matter who does the testing. Hence, tests tend to make many contextual factors
in assessment consistent for all those tested. The price of this consistency is that
the predetermined questions, tasks, and responses may not be equally relevant to
all students. Tests yield two types of information—quantitative and qualitative.
Quantitative data are the actual scores achieved on the test. An example of quan-
titative data is Lee’s score of 80 on her math test. Qualitative data consist of
other observations made while a student is tested; they tell us how Lee achieved
her score. For example, Lee may have solved all of the addition and subtraction
problems with the exception of those that required regrouping. When tests are
used, we usually want to know both the scores and how the student earned those
scores.

The judgments and assessments made by others can play an important role
in assessment. Diagnosticians occasionally seek out other professionals to
complement their own skills and background. Thus, referring a student to various
specialists (hearing specialists, vision specialists, reading teachers, and so on) is a
common and desirable practice in assessment. Judgments by teachers, counselors,
psychologists, and practically any other professional school employee may be
useful in particular circumstances.

Expertise in making judgments is often a function of familiarity with the
student being assessed. Teachers regularly express professional judgments; for
example, teacher comments on a student’s report card represent a teacher’s
judgment.

Assessments Have Consequences

Decisions in school frequently have important, and occasionally lifelong, conse-
quences. The procedures for gathering data and conducting assessments are matters
that are rightfully of great concern to the general public—both individuals who
are directly affected by the assessments (such as parents, students, and classroom
teachers) and individuals who are indirectly affected (for example, taxpayers and
elected officials). These matters are also of great concern to individuals and agen-
cies that license or certify assessors to work in the schools. Finally, these matters
are of great concern to the assessment community. For convenience, the concerns
of these groups are discussed separately; however, the reader should recognize
that many of the concerns overlap and are not the exclusive domain of one group
or another.

The individuals who are affected by educational decisions are rightly concerned
about assessment procedures. They want, and deserve, good decisions. However,
any decision can have undesired consequences. Decision making creates “haves”
and “have-nots.” Most people who take a test for a driver’s license pass the test;
some people fail the test and are denied driving privileges. College entrance tests
determine admission for some students and exclusion for others. In the same
way, decisions about special and remedial education have consequences. Some
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consequences are desired, such as extra services for students who are entitled
to special education. Other consequences are unwanted, such as denial of spe-
cial education services or diminished self-esteem resulting from a disability label.
Concerns of laypeople generally surface when the educational decisions have
undesired consequences and are viewed as undemocratic, elitist, or simply unfair.

Certification and licensure boards establish standards to ensure that assessors
are appropriately qualified to conduct assessments.? Test administration, scor-
ing, and interpretation require different degrees of training and expertise,
depending on the kind of test being administered. All states certify teachers and
psychologists who work in the schools; all states require formal training, and
some require competency testing. Although most teachers can readily admin-
ister or learn to administer group intelligence and achievement tests, as well
as classroom assessments of achievement, a person must have considerable
training to score and interpret most individual intelligence and personality tests.
Therefore, when pupils are tested, we should be able to assume that the person
doing the testing has adequate training to conduct the testing correctly (that
is, establish rapport, administer the test correctly, score the test, and accurately
interpret the test).

Not All Assessments Are Equal

Tests are samples of behavior. Different tests sample different behavior, and tests
differ in their technical adequacy. It is important when interpreting test results that
users take into serious account the kinds of behaviors sampled by the tests and the
tests’ technical adequacy. You will learn by reading this text the kinds of tests that
are available for use in educational settings, the kinds of behaviors sampled by tests
that are said to assess the same domain (for example, reading), and the technical
adequacy of the tests. We focus on the extent to which students who are assessed
are representative of those on whom and for whom a test was built. We also focus
on the extent to which tests provide consistent results (are reliable) and actually
measure what their authors say they measure (validity). When tests do not meet
professional standards, we say so. Assessment is a process of collecting data for
the purpose of making decisions about students. It is critical that it be done cor-
rectly and that those who assess students do so with technical accuracy, fidelity, and
integrity.

Assessment Practices Are Dynamic

Educational personnel regularly change their assessment practices. New federal
or state laws, regulations, or guidelines specify and, in some cases, mandate new
assessment practices. New tests become available, and old ones go away. States
change their special education eligibility criteria, and technological advances enable
us to gather data in new and more efficient ways. Also, the population of students

?These boards also sanction professionals for practicing beyond their competence.



Chapter 1

Scenario in Assessment

Introduction: The Context for Assessment in Schools

Ima and Mohammed

Ima Tryun is an eighth grader who was retained in
first grade. Ima has been identified as a student with
a learning disability in the area of written communi-
cation/basic reading skills. Ima attends school regu-
larly and has an integrated special/regular instruction
schedule. He receives resource services and in-class
support for mathematics, science, and social studies
taken in the general education classroom.

Ima reads on a third-grade level. His writing is
hampered by his inability to spell. He has wonderful
ideas and communicates them well. With the use of
a tape recorder, Ima is able to record his ideas. His
writing skills are improving with his reading skills.
Ima shows excellent auditory comprehension and his
attention to task is above average. He actively partic-
ipates in class activities and discussions. Ima exhibits
low self-esteem toward school. However, he will ask
for and accept help from teachers. He is well accepted
by his peers and is “looked up to.”

1. Does Ima have a problem? If so, what is it?

2. What kinds of assessment decisions do you need
to make about teaching Ima?

3. What kinds of further information do you need
in order to teach Ima? How might you gather
that information?

4. How might you change the way you teach Ima
or the way he responds to you?
Mohammed

It is May 12. The year is nearly over (well, at least you
are on a downhill slope to summer vacation). The prin-

cipal walks Mohammed into your room and says to
Mohammed, “This is your new teacher, just do what
she says and all will be ok.” A Somalian interpreter
is present and communicates this to Mohammed. He
also lets you know that Mohammed arrived in the
United States 3 weeks ago and just moved to your
town yesterday. The interpreter tells you that he has no
clue whether Mohammed ever went to school in his
native Somalia, and there are no educational records.
The principal says, “That’s why we put this kid in your
class rather than in Roger’s or Audrey’s section. You
are the best; you’ll figure out what to do.” You rethink
year end. You already have most of the struggling stu-
dents in your class. You feel dumped on. You know
you have four students who likely will not pass bench-
mark tests by the end of the year, and you already have
students who speak three different languages.
What would you do?

1. Does Mohammed have a problem? If so, what
1s it?

2. What issues do you face in attempting to deal
with Mohammed and his educational needs in
the context of a classroom in which you have
others who are struggling and you do not want
to ignore the needs of those who are doing just
fine?

3. Would it matter what grade or subject matter
content you are teaching?

4. What kinds of assessment decisions do you need
to make about teaching Mohammed?

5. What kinds of information do you need
in order to do an effective job of teaching
Mohammed?

attending schools changes, bringing new challenges to educational personnel who
are working to enhance the academic and behavioral competence of all students.
We address the dynamic nature of assessment by maintaining a website for this
book. On that website we can inform you of changes that take place in laws,
instruments, practices, or procedures.
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_!x; Why Learn About Assessment?

Educational professionals must assess. Assessment is a critical practice engaged in for
the purpose of matching instruction to the level of students’ skills, monitoring student
progress, modifying instruction, and working hard to enhance student competence.
It is a critical component of teaching, and thus it is necessary that teachers have good
skills in assessment and good understanding of assessment information.

Although assessment can be a scary topic for practicing professionals as well
as individuals training to become professionals, learning the different important
facets helps people become less apprehensive. Educational assessments always
have consequences that are important for students and their families. We can
expect that good assessments lead to good decisions—decisions that facilitate a
student’s progress toward the desired goal (especially long term) of the student
becoming a happy, well-adjusted, independent, productive member of society.
Poor assessments can slow that progress, stop progress, and sometimes reverse
progress. The assessment process is also scary because there is so much to know;
a student of assessment can easily get lost in the details of measurement theory,
legal requirements, teaching implications, and national politics. Things were much
simpler when the first edition of this book was published in 1978. The federal
legislation and court cases that governed assessment were minimal. Some states
had various legal protections for the assessment of students; others did not. There
were many fewer tests used with students in special education, and many of them
were technically inadequate (that is, they lacked validity for various reasons).
Psychologists decided if a student was entitled to special education, and students
did not have IEPs. Back then, the major problems we addressed were how to
choose a technically adequate test, how to use it appropriately, and how to inter-
pret test scores correctly. Although the quality of published tests has increased
dramatically throughout the years, there are still poor tests being used.

Things are more complex today. Federal law regulates the assessment of
children for and in special education. Educators and psychologists have many
more tools at their disposal—some excellent, some not so good. Educators and
psychologists must make more difficult decisions than ever before. For example,
the law recognizes more disabilities, and educators need to be able to distinguish
important differences among disabilities.

Measurement theory and scoring remain difficult but integral parts of assess-
ment. Failure to understand the basic requirements for valid measurement or the
precise meaning of test scores inescapably leads to faulty decision making.

Assessment results often bring unwanted news to the community, parents,
students, and teachers. Because property values fluctuate with the perceived quality
of the local schools, bad news about how students are doing in schools brings bad
news to the real estate market. Parents never want to hear that their children are
not succeeding or that their children’s prospects for adult life are limited. Students
do not want to hear that they are different or not doing as well as their peers; they
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certainly do not want to be called handicapped or disabled. Teachers do not want
to hear that their instruction has not produced learning or that their classroom
management techniques are adding to a student’s inappropriate classroom behavior.
Inadequate student achievement often leads teachers to deny that student achieve-
ment really is inadequate; educators proclaim that tests measure trivial knowledge
(not the important things they teach), that they decontextualize knowledge, making
it fragmented and artificial, and so on. Other teachers accept their students’ failures
(for example, the teachers burn out). The good teachers work harder (for example,
learn instructional techniques that actually work and individualize instruction).

P Good News: Significant Improvements in Assessment Have Happened
W& and Continue to Happen

The good news is that there have been significant improvements in assessment
since the first edition of Assessment in 1978. Assessment is evolving in a number
of important ways.

Methods of test construction have changed.

New kinds of statistical analyses have enabled test authors to do a better job
of building their assessments.

Skills and abilities that we assess have changed as theory and knowledge
have evolved. We recognize attention deficit disorder and autism as separate
disabilities; intelligence tests reflect theories of intelligence.

Good new assessment methods have worked their way into practice:
systematic observation, functional assessment, curriculum-based
measurement, curriculum-based assessment, and technology-enhanced
assessment and instructional management.

Advancements in technology are making the collection, storage, and analysis
of assessment data much more manageable and user-friendly.

Federal laws prescribe the procedures that schools must follow in conducting
assessments and hold schools more accountable for the assessments they
conduct.

We have every reason to expect that assessment practices will continue to change
for the better.

(“APT[R (OMPRE“ENSION QUESTIONS 3. What are the kinds of assessment decisions

educators make?

Write your answers to each of the following questions, 4. Identify four important considerations in why we

and then compare your responses to the text. assess and how assessment practices are evolving as

1. Define assessment and state how it differs from you prepare to learn about assessment in special and
testing. inclusive education.

2. What role does assessment play in school and society?
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National Association of No Child Left Behind Act Section 504 of the
School Psychologists' nondiscriminatory Rehabilitation Act
Principles for Professional assessment of 1973
Ethics protection in evaluation standards for educational

National Education Associa- procedures (PEPs) and psychological
tion's Code of Ethics of testing

the Education Public Law 94-142

Profession

MUCH OF THE PRACTICE OF ASSESSING STUDENTS IS THE DIRECT RESULT OF
federal laws, court rulings, and professional standards and ethics. Federal laws
mandate that students be assessed before they are entitled to special education
services. Federal laws also mandate that there be an individualized education pro-
gram for every student with a disability; that instructional objectives for each of
these students be derived from a comprehensive individualized assessment; and
that states provide an annual report to the U.S. Department of Education on
the academic performance of all students, including students with disabilities.
Professional associations (for example, the Council for Exceptional Children, the
National Association of School Psychologists, and the American Psychological
Association) specify standards for good professional practice and ethical prin-
ciples to guide the behavior of those who assess students.

L :

Prior to 1975, there was no federal requirement that students with disabilities
attend school, or that schools should make an effort to teach students with
disabilities. Requirements were on a state-by-state basis, and they differed
and were applied differently in the states. Since the mid-1970s, the delivery of
services to students in special and inclusive education has been governed by fed-
eral laws. An important federal law, called Section 504 of the Rehabilitation
Act of 1973, gave individuals with disabilities equal access to programs and ser-
vices funded by federal monies. In 1975, Congress passed the Education for All
Handicapped Children Act (Public Law 94-142), which included many instruc-
tional and assessment requirements. The law was reauthorized, amended, and
updated in 1986, 1990, 1997, and 2004. In 1990, the law was given a new name:
the Individuals with Disabilities Education Act (IDEA). To reflect contemporary
practices, Congress replaced references to “handicapped children” with “chil-
dren with disabilities.” In the 2004 reauthorization, the law was again retitled
the Individuals with Disabilities Education Improvement Act to highlight the fact
that the major intent of the law is to improve educational services for students
with disabilities.

One other federal law, the 2001 Elementary and Secondary Education Act
(commonly referred to as the No Child Left Behind Act (NCLB)), is especially
important to contemporary assessment practices. Table 2.1 lists the federal laws
that are especially important to assessment practices, and the major new provisions
of each of the laws are highlighted.
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Act

Major Federal Laws and Their Key Provisions Relevant to Assessment

Provisions

Section 504 of the
Rehabilitation Act of 1973
(Public Law 93-112)

It is illegal to deny participation in activities or benefits of programs, or to in any way
discriminate against a person with a disability solely because of the disability.

Individuals with disabilities must have equal access to programs and services.

Auxiliary aids must be provided to individuals with impaired speaking, manual, or sensory skills.

Education for All
Handicapped Children Act of
1975 (Public Law 94-142)

Students with disabilities have the right to a free, appropriate public education.

Schools must have on file an individualized education program for each student determined to
be eligible for services under the act.

Parents have the right to inspect school records on their children. When changes are made in a
student’s educational placement or program, parents must be informed. Parents have the right
to challenge what is in records or to challenge changes in placement.

Students with disabilities have the right to be educated in the least restrictive educational
environment.

Students with disabilities must be assessed in ways that are considered fair and
nondiscriminatory. They have specific protections.

1986 Amendments to

the Education for All
Handicapped Children Act
(Public Law 99-457)

All rights of the Education for All Handicapped Children Act are extended to preschoolers
with disabilities.

Each school district must conduct a multidisciplinary assessment and develop an
individualized family service plan for each preschool child with a disability.

Individuals with Disabilities
Education Act of 1990
(Public Law 101-476)

This act reauthorizes the Education for All Handicapped Children Act.

Two new disability categories (traumatic brain injury and autism) are added to the definition
of students with disabilities.

A comprehensive definition of transition services is added.

1997 Amendments to the
Individuals with Disabilities
Education Act (IDEA; Public
Law 105-17)

These amendments add a number of significant provisions to IDEA and restructure the law.

A number of changes in the individualized education program and participation of students
with disabilities in state and district assessments are mandated.

Significant provisions on mediation of disputes and discipline of students with disabilities are

added.

2001 Elementary and
Secondary Education Act
(No Child Left Behind Act;
Public Law 107-110)

Targeted resources are provided to help ensure that disadvantaged students have access to a
quality public education (Funds Title 1).

The act aims to maximize student learning, provide for teacher development, and enhance
school system capacity.

The act requires states and districts to report on annual yearly progress for all students,
including students with disabilities.

The act provides increased flexibility to districts in exchange for increased accountability.

The act gives parents whose children attend schools on state “failing schools list” for 2 years
the right to transfer their children to another school.

Students in “failing schools” for 3 years are eligible for supplemental education services.

2004 Reauthorization of
IDEA

New approaches are introduced to prevent overidentification by race or ethnicity.
State must have measurable annual objectives for students with disabilities.

Districts are not required to use severe discrepancy between ability and achievement in
identifying learning disabled students.
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Section 504 of the Rehabilitation Act of 1973

Section 504 of the Rehabilitation Act of 1973 prohibits discrimination against
persons with disabilities. The act states:

No otherwise qualified handicapped individual shall, solely by reason of his
handicap, be excluded from the participation in, be denied the benefits of, or be
subjected to discrimination in any program or activity receiving federal financial
assistance.

If the Office of Civil Rights (OCR) of the U.S. Department of Education
finds that a state education agency (SEA) or local education agency (LEA) is not
in compliance with Section 504, and that a state or district chooses not to act to
correct the noncompliance, the OCR may withhold federal funds from that SEA
or LEA.

Most of the provisions of Section 504 were incorporated into and expanded
in the Education for All Handicapped Children Act of 1975 (Public Law 94-142)
and are a part of the Individuals with Disabilities Education Improvement Act
of 2004. Section 504 is broader than those other acts because its provisions are
not restricted to a specific age group or to education. Section 504 is the law most
often cited in court cases involving either employment of people with disabilities
or appropriate education in colleges and universities for students with disabilities.
Section 504 has been used to secure services for students with conditions not for-
mally listed in the disabilities education legislation.

Major Assessment Provisions of the Individuals with Disabilities
Education Improvement Act

When Congress passed the Education for All Handicapped Children Act in 1975,
it included four major requirements relative to assessment: (1) an individualized
education program (IEP) for each student with a disability, (2) protection in eval-
uation procedures, (3) education in the least restrictive appropriate environment
(LRE), and (4) due process rights. The provisions of federal law continued with
the 2004 reauthorized Individuals with Disabilities Education Improvement Act.

Public Law 94-142 (the Education for All Handicapped Children Act of 1975)
specified that all students with disabilities have the right to a free, appropriate pub-
lic education and that schools must have an IEP for each student with a disability.
In the IEP, school personnel must specify the long-term and short-term goals of the
instructional program. IEPs must be based on a comprehensive assessment by a
multidisciplinary team. We stress that assessment data are collected for the purpose
of helping team members specify the components of the IEP. The team must specify
not only goals and objectives but also plans for implementing the instructional pro-
gram. They must specify how and when progress toward accomplishment of objec-
tives will be evaluated. Figure 2.1 illustrates an IEP for a student in a Minnesota
school district. Note that specific assessment activities that form the basis of the
program are listed, as are specific instructional goals or objectives. IEPs are to be
formulated by a multidisciplinary child study team that meets with the parents.
Parents have the right to agree or disagree with the contents of the program.
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INDIVIDUALIZED EDUCATION PROGRAM 11/11/08
Date
Zhompson 9.
STUDENT: Last Name First Middle
5.3 8/4/98
School of Attendance Home School Grade Level Birthdate/Age
School Address School Telephone Number
Child Study Team Members LD Leacher
Case Manager
Homeroom teacher Darents
Name Title Name Title

Facilitator (school psychologist)
N*gyaeech ’patholog'iest

Name Title Name Title

Name Title

Summary of Assessment Results

IDENTIFIED STUDENT NEEDS: ___ INeading from last half of

DISTAR II — present performance level

LONG-TERM GOALs: _ Lo improve reading achievement level by at

least one yeat's gain. Lo improve math achievement to grade level.

Zo improve language skills by one year's gain.

SHORT-TERM GOALS: mﬂgtE’l ﬁeve( 4 vocaéula’n/ a”ld ’Ieadi'lﬁ

skills. /Master math skills in basic curticulum. /Naster

gpelling words from Level 3 list. Complete units 1-9 from

Level 3 curriculum.

MAINSTREAM MODIFICATIONS:

(continued)
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FIGURE 2.1
An Individualized Education
Program (continued)
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Description of Services to Be Provided

EL)‘ % zg g g ;; g- OBJECTIVES AND CRITERIA FOR ATTAINMENT
‘Reading: TOUl know all vocabulary through the
= "Honeycomb" level. TOUll master skills as presented
3|3 thtough DISTAR II. TOill know 123 sound-symbols
Q § 3 presented in "Sound Way to Reading.”
Q o } £ | /MNath: TOill pass all tests at basic 4 level.
%g |~ | Spelling: 5 words each week from Level 3 list.

s Language: TOUL complete units 1-9 of the grade 4
language program. TOUl also complete supplemental
units from "Language Step by Step."

EEER & | OBJECTIVES AND CRITERIA FOR ATTAINMENT
SE|S|&E
Out-of-seat behavior: Sit attentively and listen during
general education class discussions. A simple management
plan will be implemented if he does not meet this expectation.
<§'} General education modifications of social studies: TOUl keep
N a folder in which he expresses through drawing the topics
e his class will cover. /Modified district social studies
curriculum. No formal testing will be done. An oral
reader will read text to him, and oral guestions will be asked.

The following equipment, and other changes in personnel, transportation, curriculum,
methods, and educational services will be made:

DISTAR Il reading program spelling Level 3; " Sound Way to
‘Reading” program; vocabulary tapes

Substantiation of least restrictive alternatives: <Zhe planning team has determined

the student's academic needs ate best met with direct SLD support in
reading, math, language, and spelling.

Anticipated Length of Plan: _7 yz  The next periodic review will be held: 4ZL¢1}{_ 2009
[I1do approve this program placement and the above IEP
[]1do not approve this placement and/or the |IEP

Ll request a conciliation conference

PARENT/GUARDIAN

PRINCIPAL or Designee
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Lee

Lee is a young man with autism whose achievements
belie his disability. An African American graduate of a
public high school, Lee was valedictorian of his class,
went on to college, earned a degree, and entered the
world of work. Lee is one of many young people who
have benefited from the landmark law we now know as
the Individuals with Disabilities Education Act (IDEA).

Congress enacted what was then the Educa-
tion for All Handicapped Children Act (Public
Law 94-142) on November 29, 1975. The law was
intended to support states and localities in protect-
ing the rights of, meeting the individual needs of, and
improving the results for infants, toddlers, children,
and youths with disabilities and their families.

Before IDEA, many children like Lee were denied
access to education and opportunities to learn. For
example, in 1970, U.S. schools educated only one in
five children with disabilities, and many states had
laws excluding certain students, including children
who were deaf, blind, emotionally disturbed, or men-
tally retarded, from its schools.

Today, thanks to IDEA, early intervention pro-
grams and services are provided to more than 200,000
eligible infants and toddlers and their families, while
about 6.5 million children and youths receive special
education and related services to meet their individual
needs. More students with disabilities are attending
schools in their own neighborhoods—schools that
may not have been open to them previously. And few-
er students with disabilities are in separate buildings
or separate classrooms on school campuses, and are
instead learning in classes with their peers.

When President Bush and Congress set out to
reauthorize the IDEA legislation in 2004, they made
sure it called for states to establish goals for the perfor-
mance of children with disabilities that are aligned with
each state’s definition of “adequate yearly progress”
under the No Child Left Behind Act of 2001 (NCLB).
Together, NCLB and IDEA hold schools accountable
for making sure students with disabilities achieve high
standards. In the words of Secretary Spellings, “The
days when we looked past the underachievement of

these students are over. No Child Left Behind and the
IDEA 2004 have not only removed the final barrier
separating special education from general education,
they also have put the needs of students with disabilities
front and center. Special education is no longer a pe-
ripheral issue. It’s central to the success of any school.”

IDEA is now aligned with the important princi-
ples of NCLB in promoting accountability for results,
enhancing the role of parents, and improving student
achievement through instructional approaches that
are based on scientific research. While IDEA focuses
on the needs of individual students and NCLB focuses
on school accountability, both laws share the goal
of improving academic achievement through high
expectations and high-quality education programs.

Through these efforts, we are reaching beyond
physical access to the education system toward achiev-
ing full access to high-quality curricula and instruction
to improve education outcomes for children and
youths with disabilities.

Evidence that this approach is working can be found
in the increase in the number of students with disabilities
graduating from high school instead of dropping out.
The National Longitudinal Transition Study-2 (NLTS2),
which documented the experiences of a national sample
of students with disabilities over several years as they
moved from secondary school into adult roles, shows
that the incidence of students with disabilities complet-
ing high school rather than dropping out increased by
17 percentage points between 1987 and 2003.

During the same period, their postsecondary educa-
tion participation more than doubled to 32 percent. In
2003, 70 percent of students with disabilities who had
been out of school for up to 2 years had paying jobs,
compared to only 55 percent in 1987. Employment and
independence are important pieces of the American
Dream. In today’s world, getting there depends on hav-
ing the foundation of a good education. Through IDEA
and NCLB, students with disabilities have the support
that they need to be the best they can be.

Source: U.S. Department of Education (www.ed.gov/policy/speced/
leg/idea/history30.html).
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In the 1997 amendments, Congress mandated a number of changes to the IEP.
The core IEP team was expanded to include both a special education teacher and a
general education teacher. The 1997 law also specified that students with disabilities
are to be included in state- and districtwide assessments and that states must report
annually on the performance and progress of all students, including students with
disabilities. The IEP team must decide whether the student will take the assessments
with or without accommodations or take an alternate or modified assessment.

Congress included a number of specific requirements in Public Law 94-142.
These requirements were designed to protect students and help ensure that assess-
ment procedures and activities would be fair, equitable, and nondiscriminatory.
Specifically, Congress mandated eight provisions:

1. Tests are to be selected and administered so as to be racially and culturally
nondiscriminatory.

2

To the extent feasible, students are to be assessed in their native language
or primary mode of communication (such as American Sign Language or
communication board).

el

Tests must have been validated for the specific purpose for which they are used.

b

Tests must be administered by trained personnel in conformance with the
instructions provided by the test producer.

5. Tests used with students must include those designed to provide information
about specific educational needs, not just a general intelligence quotient.

o

Decisions about students are to be based on more than their performance on
a single test.

7. Evaluations are to be made by a multidisciplinary team that includes at least one
teacher or other specialist with knowledge in the area of suspected disability.

®©

Children must be assessed in all areas related to a specific disability, including—
where appropriate—health, vision, hearing, social and emotional status, general
intelligence, academic performance, communicative skills, and motor skills.

In passing the 1997 amendments and the 2004 amendments, Congress reau-
thorized these provisions.

In writing the 1975 Education for All Handicapped Children Act, Congress wanted
to ensure that, to the greatest extent appropriate, students with disabilities would
be placed in settings that would maximize their opportunities to interact with
students without disabilities. Section 612(S)(B) states:

To the maximum extent appropriate, handicapped children . . . are educated with
children who are not handicapped, and that special classes, separate schooling, or
other removal of handicapped children from the regular educational environment
occurs only when the nature or the severity of the handicap is such that educa-
tion in regular classes with the use of supplementary aids and services cannot be
achieved satisfactorily.

The LRE provisions arose out of court cases in which state and federal courts
had ruled that when two equally appropriate placements were available for a
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student with a disability, the most normal (that is, least restrictive) placement was
preferred. The LRE provisions were reauthorized in all revisions of the law.

In Public Law 94-142, Congress specified the procedures that schools and school
personnel would have to follow to ensure due process in decision making.
Specifically, when a decision affecting identification, evaluation, or placement of
a student with disabilities is to be made, the student’s parents or guardians must
be given both the opportunity to be heard and the right to have an impartial due
process hearing to resolve conflicting opinions.

Schools must provide opportunities for parents to inspect the records that are
kept on their children and to challenge material that they believe should not be
included in those records. Parents have the right to have their child evaluated by
an independent party and to have the results of that evaluation considered when
psychoeducational decisions are made. In addition, parents must receive writ-
ten notification before any education agency can begin an evaluation that might
result in changes in the placement of a student.

In the 1997 amendments to IDEA, Congress specified that states must offer
mediation as a voluntary option to parents and educators as an initial part of
dispute resolution. If mediation is not successful, either party may request a due
process hearing. The due process provisions were reauthorized in the 2004 IDEA.

The No Child Left Behind Act of 2001

The No Child Left Behind Act of 2001 is the reform of the federal Elementary
and Secondary Education Act. Signed into law on January 8, 2002, the act has
several major provisions that affect assessment and instruction of students with
disabilities and disadvantaged students. The law requires stronger accountabil-
ity for results by specifying that states must have challenging state educational
standards, test children in grades 3-8 every year, and specify statewide progress
objectives that ensure proficiency of every child by grade 12. The law also provides
increased flexibility and local control, specifying that states can decide their stan-
dards and procedures but at the same time must be held accountable for results.
Parents are given expanded educational options under this law, and students who
are attending schools judged to be “failing schools” have the right to enroll in other
public schools, including public charter schools. A major provision of this law is
called “putting reading first,” a set of provisions ensuring all-out effort to have
every child reading by the end of third grade. These provisions provide funding to
schools for intensive reading interventions for children in grades K-3. Finally, the
law specifies that all students have the right to be taught using “evidence-based
instructional methods”—that is, teaching methods proven to work. The provisions
of this law require that states include all students, among them students with dis-
abilities and English-language learners, in their statewide accountability systems.

2004 Reauthorization of IDEA

The Individuals with Disabilities Education Act was reauthorized in 2004. Several
of the new requirements of the law have special implications for assessment of
students with disabilities. After much debate, Congress removed the requirement
that students must have a severe discrepancy between ability and achievement
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in order to be considered as having a learning disability. It replaced this provi-
sion with permission to states and districts to use data on student responsiveness
to intervention in making service eligibility decisions. We provide an extensive
discussion of assessing response to intervention in Chapter 8. Congress also
specified that states must have measurable goals, standards, or objectives for all
students with disabilities.

Professionals who assess students have the responsibility to engage in ethical behav-
ior. Most professional associations have put together sets of standards to guide the
ethical practice of their members; many of these standards relate directly to assess-
ment practices. In publishing ethical and professional standards, the associations
express serious concern and commitment to promoting high technical standards
for assessment instruments and high ethical standards for the behavior of indi-
viduals who work with assessments. Here, we cite a number of important ethical
considerations, borrowing heavily from the American Psychological Association’s
(2002) Ethical Principles of Psychologists and Code of Conduct, the National
Association of School Psychologists’ (2002) Principles for Professional Ethics, and
the National Education Association’s Code of Ethics of the Education Profession.
We have not cited the standards explicitly, but we have distilled from them a num-
ber of broad ethical principles that guide assessment practice and behavior.

Beneficence

Beneficence, or responsible caring, means educational professionals do things that
are likely to maximize benefit to students, or at least do no harm. This means that
educational professionals always act in the best interests of the students they serve.
The assessment of students is a social act that has specific social and educational
consequences. Those who assess students use assessment data to make decisions
about the students, and these decisions can significantly affect an individual’s
life opportunities. Those who assess students must accept responsibility for the
consequences of their work, and they must make every effort to be certain that
their services are used appropriately. In short, they are committed to the appli-
cation of professional expertise to promote improvement in the quality of life
available to the student, family, school, and community. For the individual who
assesses students, this ethical standard may mean refusing to engage in assessment
activities that are desired by a school system but that are clearly inappropriate.

Recognition of the Boundaries of Professional Competence

Those who are entrusted with the responsibility for assessing and making decisions
about students have differing degrees of competence. Not only must professionals
regularly engage in self-assessment to be aware of their own limitations but also
they should recognize the limitations of the techniques they use. For individuals,
this sometimes means refusing to engage in activities in areas in which they lack
competence. It also means using techniques that meet recognized standards and
engaging in the continuing education necessary to maintain high standards of
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competence. As a professional who will assess students, it is imperative that you
accept responsibility for the consequences of your work and work to offset any
negative consequences of your work.

As schools become increasingly diverse, professionals must demonstrate sen-
sitivity in working with people from different cultural and linguistic backgrounds
and with children who have different types of disabling conditions. Assessors
should have experience working with students of diverse backgrounds and should
demonstrate competence in doing so, or they should refrain from assessing and
making decisions about such students.

Respect for the Dignity of Persons

Respect for the dignity of persons means that educational professionals respect
students’ right to privacy and confidentiality, and that they assess in fair and non-
discriminatory ways.

Those who assess students regularly obtain a considerable amount of very per-
sonal information about those students. Such information must be held in strict
confidence. A general ethical principle held by most professional organizations is
that confidentiality may be broken only when there is clear and imminent danger
to an individual or to society. Results of pupil performance on tests must not be
discussed informally with school staff members. Formal reports of pupil perfor-
mance on tests must be released only with the permission of the persons tested or
their parents or guardians.

Those who assess students are to make provisions for maintaining confiden-
tiality in the storage and disposal of records. When working with minors or other
persons who are unable to give voluntary informed consent, assessors are to take
special care to protect these persons’ best interests.

Those who assess students are responsible for selecting and administering tests
in a fair and nonbiased manner. Assessment approaches must be selected that are
valid and that provide an accurate representation of students’ skills and abilities
rather than of their disabilities. Tests are to be selected and administered so as to
be racially and culturally nondiscriminatory, and students should be assessed in
their native language or primary mode of communication (for example, Braille or
communication boards).

Adherence to Professional Standards on Assessment

A joint committee of the American Educational Research Association, the
American Psychological Association, and the National Council on Measurement
in Education (1999) published a document titled Standards for Educational and
Psychological Testing. These standards specify a set of requirements for test devel-
opment and use. It is imperative that those who develop tests behave in accor-
dance with the standards, and that those who assess students use instruments and
techniques that meet the standards.
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In Parts 3 and 4 of this text, we review commonly used tests and discuss
the extent to which those tests meet the standards specified in Standards for
Educational and Psychological Testing. We provide information to help test users
make informed judgments about the technical adequacy of specific tests. There is
no federal or state agency that acts to limit the publication or use of technically
inadequate tests. Only by refusing to use technically inadequate tests will users
force developers to improve them. After all, if you were a test developer, would
you continue to publish a test that few people purchased and used? Would you
invest your company’s resources to make changes in a technically inadequate test
that yielded a large annual profit to your firm if people continued to buy and use
it the way it was?

Test Security

Those who assess students are expected to maintain test security. It is expected
that assessors will not reveal to others the content of specific tests or test items. At
the same time, assessors must be willing and able to back up with test data deci-
sions that may adversely affect individuals.

(“APT[R COMPRE“ENSION QUESTIONS protection in evaluation procedures, and due process)

affect assessment practices?

Write your answers to each of the following questions, 3. How do the broad ethical principles of beneficence,

and then compare your responses to the text.

competence boundaries, respect for the dignity

1. What three major laws affect assessment practices? of persons, confidentiality, and fairness affect

assessment practices?

2. How do the major components of IDEA (individualized
educational plan, least restrictive environment,
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Key T-erms

ordinal scale objective scoring age equivalent
equal-interval scale subjective scoring grade equivalent
mean percent correct percentile ranks
variance accuracy (percentiles)
standard deviation instructional level standard scores
skew frustration level Zscores
kurtosis independent level T'scores
mode fluency Qs
median retention normal curve equivalents
L (NCEs)

range criterion-referenced

. . stanines
variance achievement standards-

) norms

correlation referenced

coefficient norm-referenced

THIS CHAPTER IS AN INTRODUCTION TO SOME OF THE BASIC QUANTITATIVE
concepts used in assessment. More information about descriptive statistics, test
scores, and norms is available for download on the student website. There you
will find more detailed explanations, information about how various scores or
statistics are calculated, and information about more advanced topics. School
personnel need to understand what test scores mean because they will be using
test scores throughout their professional careers. Correct interpretations of scores
can lead to good decision making, whereas incorrect interpretations cannot. To
illustrate, suppose you are a teacher and learn that 65 percent of the students in
your class earned scores of “proficient” in reading when they took the state test
last spring; 22 percent of your students earned scores of “basic.” You are told
that Willis has an IQ of 87 and is considered a “slow learner,” and that he scored
at the 22nd percentile on a measure of vocabulary. Elaine is said to have a grade
equivalent of 4.2 on a math test. You are also told that your class scored at the
state median on a measure of writing. Obviously, this information is supposed to
mean something to you and could affect how you will teach. What do these scores
mean? How do they affect the instructional decisions you will make?

The basic quantitative concepts for beginning students deal with scales of mea-
surement, characteristics of sets of scores, average scores, measures of dispersion,
and correlation.

Scales of Measurement

Assessment in the real world is a quantitative activity. The type of mathematical
operations that can be properly done depends on the nature of the score. There are
four types of scores: nominal, ordinal, ratio, and equal interval (Stevens, 1951).
The four scales differ in the relationship between possible consecutive values on
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the measurement continuum, for example, the difference between 1 and 2 inches
on a ruler. In education and psychology, ordinal and equal interval are by far the
most commonly used scales; nominal and ratio scales are fairly rare.!

Ordinal scales order things from better to worse or from worse to better
(for example, good, better, best, or novice, intermediate, and expert). On ordinal
scales, the magnitude of the difference between adjacent values is unknown and
unlikely to be equal. Thus, we cannot determine how much better an intermedi-
ate performance is than a novice performance or if the difference between novice
and intermediate is the same as the difference between intermediate and expert.
Because the differences between adjacent values are unknown and presumed
unequal, ordinal scores cannot be added together or averaged.

Equal-interval scales also order things from better to worse. However, unlike
ordinal scales, the magnitude of the difference between adjacent values is known
and is equal. Examples of equal-interval scales in everyday life include the mea-
surement of time, length, weight, and so forth. Because the differences between
adjacent values are equal, equal-interval scores can be added, subtracted, multi-

plied, and divided.

Characteristics of Distributions

Sets of equal-interval scores (for example, student scores on a classroom test) can be
described in terms of four characteristics: mean, variance, skew, and kurtosis. Each
of these characteristics can be calculated, although there is no need for us to go into
their calculations. The mean is the arithmetic average of the scores (for example,
the mean height for U.S. women is their average height). The variance describes the
distance between each score and every other score in the set. These characteristics
are very important and are discussed repeatedly throughout this book.

Skew refers to the symmetry of a distribution of scores. In a symmetrical set of
scores, the scores above the mean mirror the scores below the mean. When a test
is easy and many students earn high scores, whereas only a few students earn low
scores, the distribution of scores is not symmetrical; it is skewed. There are more
scores above the mean and more extreme scores below the mean, as shown in
Figure 3.1 (left). The opposite happens when a test is difficult; many students earn
low scores, whereas a few students earn high scores. There are more scores below
the mean and more extreme scores above the mean, as shown in Figure 3.1 (right).

Kurtosis describes the peakedness of a curve—that is, the rate at which a curve
rises and falls. Relatively flat distributions spread out test takers and are called
platykurtic. (The prefix plat- means flat, as in platypus or plateau.) Relatively
fast-rising distributions do not spread out test takers and are called leptokurtic.
Figure 3.2 illustrates a platykurtic and a leptokurtic curve.

'On nominal scales, adjacent values have no inherent relationship; they merely name values on the
scale (for example, male and female or telephone numbers that name a specific telephone). Thus,
it makes no sense to find the average value on a nominal scale; for example, there is no meaning
for a number that is the average of the telephone numbers of all of one’s friends. Ratio scales are
equal-interval scales that have an absolute and logical zero, whereas equal-interval scales do not. For
example, 0°C is not the absence of heat, nor is 0°F. Because equal-interval scales do not have a logical
zero, ratios using equal-interval (or ordinal, of course) data make no sense; for example, 100°C is not
twice as hot as 50°C. Ratio scales do have an absolute zero. Thus, if John weighs 300 pounds and Bob
weighs 150 pounds, John weighs twice as much as Bob.
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Average Scores

An average gives us a general description of how a group as a whole performed.
There are three different averages: mode, median, and mean.

The mode is defined as the score most frequently obtained. A mode (if there
is one) can be found for data on a nominal, ordinal, ratio, or equal-interval scale.
Distributions may have two modes (if they do, they are called “bimodal distribu-
tions”), or they may have more than two.

The median is the point in a distribution above which are 50 percent of
test takers (not test scores) and below which are 50 percent of test takers (not
test scores). Medians can be found for data on ordinal, equal-interval, and ratio
scales; they must not be used with nominal scales. The median score may or may
not actually be earned by a student.

The mean is the arithmetic average of the scores in a distribution and is the
most important average for use in assessment. It is the sum of the scores divided
by the number of scores; the symbol X. The mean, like the median, may or may
not be earned by any child in the distribution. Means should be computed only
for data equal-interval (and ratio) scales.

Measures of Dispersion

Dispersion tells us how scores are spread out above and below the average score.
Three measures of dispersion are range, variance, and standard deviation. The range
is the distance between the extremes of a distribution, including the extremes; it is
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the highest score less the lowest score plus 1. Range is a relatively crude measure
of dispersion because it is based on only two pieces of information. Range can
be calculated with ordinal data (for example, “ratings ranged from excellent to
poor”) and equal-interval data.

The variance and the standard deviation are the most important indexes of
dispersion. The variance (symbolized as §? or 6?) is a numerical index describing
the dispersion of a set of scores around the mean of the distribution.? Because
the variance is an average, the number of cases in the set or the distribution does
not affect it. Large sets of scores may have large or small variances; small sets of
scores may have large or small variances. Also, because the variance is measured
in terms of distance from the mean, it is not related to the actual value of the
mean. Distributions with large means may have large or small variances; distribu-
tions with small means may have large or small variances.

The standard deviation (symbolized as S or ) is the positive square root of the
variance.’® It is frequently used as a unit of measurement in much the same way that
an inch or a ton is used as a unit of measurement. When scores are equal interval,
they can be measured in terms of standard deviation units from the mean. The
advantage of measuring in standard deviations is that when the distribution is nor-
mal, we know exactly what proportion of cases occurs between the mean and the
particular standard deviation. As shown in Figure 3.3, approximately 34 percent of
the cases in a normal distribution always occur between the mean and one standard
deviation (S) either above or below the mean. Thus, approximately 68 percent of
all cases occur between one standard deviation below and one standard deviation
above the mean (34% + 34% = 68%). Approximately 14 percent of the cases occur
between one and two standard deviations below the mean or between one and two
standard deviations above the mean. Thus, approximately 48 percent of all cases
occur between the mean and two standard deviations either above or below the
mean (34% + 14% = 48%). Approximately 96 percent of all cases occur between
two standard deviations above and two standard deviations below the mean.

As shown by the positions and values for scales A, B, and C in Figure 3.3, it does
not matter what the values of the mean and the standard deviation are. The rela-
tionship holds for various obtained values of the mean and the standard deviation.
For scale A, where the mean is 25 and the standard deviation is 5, 34 percent of the
scores occur between the mean (25) and one standard deviation below the mean (20)
or between the mean and one standard deviation above the mean (30). Similarly, for
scale B, where the mean is 50 and the standard deviation is 10, 34 percent of the
cases occur between the mean (50) and one standard deviation below the mean (40)
or between the mean and one standard deviation above the mean (60).

Correlation

Correlation quantifies relationships between variables. Correlation coefficients
are numerical indexes of these relationships. They tell us the extent to which any
two variables go together—that is, the extent to which changes in one variable are

2§% is the symbol for the variance of a sample, whereas 6> is the symbol for the variance of a
population.

3§ is the symbol for the standard deviation of a sample, whereas o is the symbol for the standard
deviation of a population.
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2§ -1S +15 +25
Scale A 15 20 25 30 35
(X =25;§ =5)
Scale B 30 40 50 60 70
(X =50;S = 10)
Scale C 50 75 100 125 150
(X = 100; § = 25)

reflected by changes in the second variable. These coefficients are used in measure-
ment to estimate both the reliability and the validity of a test. Correlation coef-
ficients can range in value from .00 to either +1.00 or —1.00. The sign (+ or —)
indicates the direction of the relationship; the number indicates the magnitude
of the relationship. A correlation coefficient of .00 between two variables means
that there is no relationship between the variables. The variables are indepen-
dent; changes in one variable are not related to changes in the second variable.
A correlation coefficient of either +1.00 or —1.00 indicates a perfect relationship
between two variables. Thus, if you know a person’s score on one variable, you
can predict that person’s score on the second variable without error. Correlation
coefficients between .00 and 1.00 (or —1.00) allow some prediction, and the
greater the coefficient, the greater its predictive power.

Tests are structured situations in which predetermined materials are presented
to an individual in a predetermined manner in order to evaluate that individual’s
responses. How a person’s responses are scored and interpreted depends on the
materials used, the intent of the test author, and the diagnostician’s intention.

Objective Versus Subjective Scoring

There are two approaches to scoring a student’s response: objective and subjec-
tive. By objective scoring, we mean scoring that is based on observable qualities
and not influenced by emotion, guess, or personal bias. By subjective scoring,
we mean scoring that is not based on observable qualities but relies on per-
sonal impressions and private criteria. The clear intent of the Individuals with
Disabilities Education Act is to require objective measurement (Federal Register
71(156), August 14, 2006).
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There is simply no doubt that objective measurement is less likely to be influ-
enced by extraneous factors such as a student’s race, gender, appearance, religion,
or even name. When multiple examiners or observers use objective scoring pro-
cedures to evaluate student performance, they obtain the same scores. This is not
the case when subjective scoring procedures are used. Although some educators
advocate celebrating subjectivity in scoring, we should be skeptical of scores asso-
ciated with global ratings, scoring rubrics, and portfolio assessments.

Summarizing Student Performance

When a single behavior or skill is of interest and assessed only once, evaluators
usually employ a dichotomous scoring scheme: right or wrong, present or absent,
and so forth. Typically, the correct or right option of the dichotomy is defined
precisely; the other option is defined by default. For example, a correct response
to “1 +2 = ?” might be defined as “3, written intelligibly, written after the = sign,
and written in the correct orientation”; a wrong response would be one that fails
to meet one or more of the criteria for a correct response.

A single response can also be awarded partial credit that can range along a
continuum from completely correct to completely incorrect. For example, a teacher
might objectively score a student response and give partial credit for a response
because the student used the correct procedures to solve a mathematics problem
even though the student made a computational error. Partial credit can be useful
when trying to document slow progress toward a goal. For example, in a life-skills
curriculum, a teacher might scale the item “drinking from a cup without assis-
tance” as shown in Table 3.1. Of course, each point on the continuum requires a
definition for the partial credit to be awarded.

When an evaluation is concerned with multiple items, a tester may simply
report how a student performed on each and every item. More often, however,
the tester summarizes the student’s performance over all the test items to provide
an index of total performance. The sum of correct responses is usually the first
summary index computed.

Although the number correct provides a limited amount of information about
student performance, it lacks important information that provides a context for
understanding that performance. Five summary scores are commonly used to pro-
vide a more meaningful context for the total score: the percent correct, percent
accuracy, and the rate of correct response, fluency, and retention.

Percent correct is widely used in a variety of assessment contexts. The percent
correct is calculated by dividing the number correct by the number possible and

Drinking from a Cup

Level Definition

Well Drinks with little spilling or assistance
Acceptably Dribbles a few drops

Learning Requires substantial prompting or spills

Beginning Requires manual guidance
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multiplying that quotient by 100. This index is best used with power tests—tests
for which students have sufficient time to answer all of the questions.

Accuracy is the number of correct responses divided by the number of
attempted responses multiplied by 100. Accuracy is appropriately used when
an assessment procedure precludes a student from responding to all items.* For
example, a teacher may ask a student to read orally for 2 minutes, but it may not
be possible for that student (or any other student) to read the entire passage in
the time allotted. Thus, Benny may attempt 175 words in a 350-word passage
in 2 minutes; if he reads 150 words correctly, his percentage correct would be
approximately 86 percent—that is, 100 X (150/175).

Percentages are given verbal labels that are intended to facilitate instruction. The
two most commonly used labels are “mastery” and “instructional level.” Mastery
divides the percentage continuum in two: Mastery is generally set at 90 or 95 per-
cent correct, and nonmastery is less than the level of mastery. The criterion for mas-
tery is arbitrary, and in real life we frequently set the level for mastery too low.

Instructional level divides the percentage range into three segments: frustra-
tion, instructional, and independent levels. When material is too difficult for a
student, it is said to be at the frustration level; this level is usually defined as mate-
rial for which a student knows less than 85 percent of it. An instructional level
provides a degree of challenge where a student is likely to be successful, but success
is not guaranteed; this level is usually defined by student responses between 85 and
95 percent correct. The independent level is defined as the point where a student
can perform without assistance; this level is usually defined as student performance
of more than 95 percent correct. For example, in reading, students who decode
more than 95 percent of the words should be able to read a passage without assis-
tance; students who decode between 85 and 95 percent of the words in a passage
should be able to read and comprehend that passage with assistance; and students
who cannot decode 85 percent of the words in a passage will probably have great
difficulty decoding and comprehending the material, even with assistance.’

Fluency is the number of correct responses per minute. Teachers often want
their students to have a supply of information at their fingertips so that they
can respond fluently (or automatically) without thinking. For example, teachers
may want their students to recognize sight words without having to sound them
out, recall addition facts without having to think about them, or supply Spanish
words for their English equivalents. Criterion rates for successful performance are
usually determined empirically. For example, readers with satisfactory compre-
hension usually read connected prose at rates of 100 or more words per minute
(Mercer & Mercer, 1985). Readers interested in desired rates for a variety of aca-
demic skills are referred to Salvia and Hughes (1990).

Retention refers to the percentage of learned information that is recalled.
Retention may also be termed recall, maintenance, or memory of what has been
learned. Regardless of the label, it is calculated in the same way: Divide the number
recalled by the number originally learned, and multiply that ratio by 100. For exam-
ple, if Helen learned 40 sight vocabulary words and recalled 30 of them 2 weeks

A situation in which there are more opportunities to respond than time to respond is termed a free
operant. Free operant situations arise in assessments that are timed to allow the opportunity for
unlimited increases in rate.

Students should not be given homework (independent practice) until they are at the independent level.
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later, her retention would be 75 percent—that is, 100 X (30/40). Because forgetting
becomes more likely as the interval between the learning and the retention assess-
ment increases, retention is usually qualified by the period of time between attain-
ment of mastery and assessment of recall. Thus, Helen’s retention would be stated
as 75 percent over a 2-week period.

There are three common ways to interpret an individual student’s performance
in special and inclusive education: criterion-referenced, standards-referenced, and
norm-referenced.

Criterion-Referenced Interpretations

When we are interested in a student’s knowledge about a single fact, we compare
a student’s performance against an objective and absolute standard (criterion) of
performance. Thus, to be considered criterion-referenced, there must be a clear,
objective criterion for each of the correct responses to each question or to each
portion of the question if partial credit is to be awarded.

Achievement Standards-Referenced Interpretations

In large-scale assessments, school districts must ascertain the degree to which they
are meeting state and national achievement standards. To do so, states specify the
qualities and skills that competent learners need to demonstrate. These indices
consist of four components.

1 Levels of performance: The entire range of possible student performances
(from very poor to excellent) is divided into a number of bands or ranges.
Verbal labels that are attached to each of these ranges indicate increasing
levels of accomplishment. For example, an emerging performance is
less accomplished than an advanced performance, whereas an advanced
performance is less accomplished than a proficient performance.

1 Objective criteria: Each level of performance is defined by precise,
objective descriptions of student accomplishment relative to the task. These
descriptions can be quantified.

M Examples: Examples of student work at each level are provided. These
examples illustrate the range of performance within each level.

1 Cut scores: Cutoff scores are provided. These scores provide quantitative
criteria that clearly delineate student performance level.

Norm-Referenced Interpretations

Sometimes testers are interested in knowing how a student’s performance compares
to the performances of other students—usually students of similar demographic
characteristics (age, gender, grade in school, and so forth). In order to make this
type of comparison, a student’s score is transformed into a derived score. There are
two types of derived scores: developmental scores and scores of relative standing.
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Mr. Stanley

Mr. Stanley is a first-year special education teacher
who teaches intermediate-level children with learning
problems in a district elementary school. His school’s
principal asked him to participate ina multidisciplinary
team meeting for a student who has been experiencing
serious learning difficulties. Because Mr. Stanley had
never participated in an initial evaluation before and
was a bit nervous, he asked the school psychologist
what would happen at the meeting. The psychologist
told him that she (the psychologist) would go over
the student’s test results, specifically her scores on the
Wechsler Intelligence Scale for Children (IV) and the
Woodcock—Johnson Tests of Achievement (III). She

also told him to expect that parents and the general
education teacher would provide their input to the
process.

To prepare for the meeting, Mr. Stanley looked up
the Wechsler and Woodcock—Johnson tests in his col-
lege assessment text. Therein he reviewed what behav-
iors the tests sampled and the derived scores he could
expect to see reported. At the meeting, the psychologist
reported the percentiles and standard scores earned by
the student, and Mr. Stanley knew exactly what each
meant. With this knowledge, he was able to participate
meaningfully in the team’s discussion of the student’s
disability and possible need for special education.

There are two types of developmental scores: developmental equivalents and
developmental quotients. Developmental equivalents may be age equivalents or
grade equivalents. Developmental scores are based on the average performance
of individuals of a given age or grade. Suppose the average performance of
10-year-old children on a test was 27 correct. Furthermore, suppose that Horace
answered 27 questions correctly. Horace answered as many questions correctly as
the average of 10-year-old children. He would earn an age equivalent of 10 years.
An age equivalent means that a child’s raw score is the average (the median or
mean) performance for that age group. Age equivalents are expressed in years and
months; a hyphen is used in age scores (for example, 7-1 for 7 years, 1 month old).
If the test measured mental ability, Horace’s score would have a mental age; if
the test measured language, it would be called a language age. A grade equivalent
means that a child’s raw score is the average (the median or mean) performance
for a particular grade. Grade equivalents are expressed in grades and tenths of
grades; a decimal point is used in grade scores (for example, 7.1). Age-equivalent
and grade-equivalent scores are interpreted as a performance equal to the average
of X-year-olds and the average of Xth graders’ performance, respectively.

The interpretation of age and grade equivalents requires great care. Five prob-
lems occur in the use of developmental scores.

1. Systematic misinterpretation: Students who earn an age equivalent of 12-0
have merely answered as many questions correctly as the average for children
12 years of age. They have not necessarily performed as a 12-year-old
child would; they may well have attacked the problems in a different way
or demonstrated a different performance pattern from many 12-year-old
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students. For example, a second grader and a ninth grader might both earn
grade equivalents of 4.0, but they probably have not performed identically.
We have known for more than 30 years that younger children perform lower
level work with greater accuracy (for instance, successfully answered 38 of
the 45 problems attempted), whereas older children attempt more problems
with less accuracy (for instance, successfully answered 38 of the 78 problems
attempted) (Thorndike & Hagen, 1978).

2. Need for interpolation and extrapolation: Average age and grade scores are
estimated for groups of children who are never tested. Interpolated scores
are estimated for groups of students between groups actually tested. For
example, students within 30 days of their eighth birthday may be tested,
but age equivalents are estimated for students who are 8-1, 8-2, and so on.
Extrapolated scores are estimated for students who are younger and older
than the children tested. For example, a student may earn an age equivalent
of 5-0 even though no child younger than 6 was tested.

3. Promotion of typological thinking: An average 12-0 pupil is a statistical
abstraction. The average 12-year-old is in a family with 1.2 other children,
0.8 of a dog, and 2.3 automobiles; in other words, the average child does
not exist. Average 12-0 children more accurately represent a range of
performances, typically the middle 50 percent.

4. Implication of a false standard of performance: Educators expect a third
grader to perform at a third-grade level and a 9-year-old to perform at a
9-year-old level. However, the way equivalent scores are constructed ensures
that 50 percent of any age or grade group will perform below age or grade
level because half of the test takers earn scores below the median.

5. Tendency for scales to be ordinal, not equal interval: The line relating the
number correct to the various ages is typically curved, with a flattening of the
curve at higher ages or grades. Figure 3.4 is a typical developmental curve.
Because the scales are ordinal and not based on equal interval units, scores on
these scales should not be added or multiplied in any computation.

To interpret a developmental score (for example, a mental age), it is usually
helpful to know the age of the person whose score is being interpreted. Knowing
developmental age as well as chronological age (CA) allows us to judge an indi-
vidual’s relative performance. Suppose that Ana earns a mental age (MA) of 120
months. If Ana is 8 years (96 months) old, her performance is above average.
If she is 35 years old, however, it is below average. The relationship between
developmental age and chronological age is often quantified as a developmental
quotient. For example, a ratio 1Q is

IQ = MA (in months) X 100 + CA (in months)

All the problems that apply to developmental levels also apply to developmental
quotients.

Percentile ranks (percentiles) are derived scores that indicate the percentage of
people whose scores are at or below a given raw score. Although percentiles are
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FIGURE 3.4

Mean Number Correct for 10 Age
Groups: An Example of Arriving
at Age-Equivalent Scores
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easily calculated, test authors usually provide tables that convert raw scores on a
test to percentiles for each age or grade of test takers. Interpretation of percentiles
is straightforward. If Bill earns a percentile of 48 on a test, Bill’s test score is equal
to or better than those of 48 percent of the test takers. (It is also correct to say
that 53 percent of the test takers earned scores equal to or better than that of Bill.)
Theoretically, percentiles can range from 0.1 to 99.9—that is, a performance that
is equal to or better than those of one-tenth of 1 percent of the test takers to a
performance that is equal to or better than those of 99.9 percent of the test takers.
The 50th percentile rank is the median.

Occasionally, a score is reported within a percentile band. The two most com-
mon are deciles and quartiles:

Deciles are bands of percentiles that are 10 percentile ranks in width; each
decile contains 10 percent of the norm group. The first decile is percentiles
wide, from 0.1 to 9.9; the second ranges from 10 to 19.9; the tenth decile
goes from 90 to 99.9.

Quartiles are bands of percentiles that are 25 percentiles wide; each quartile
contains 25 percent of the norm group. The first quartile contains percentile
from 0.1 to 24.9; the fourth quartile contains the ranks 75 to 99.9.

Percentiles allow us to compare the performances of several students even
when they differ in age or grade. For example, it is not particularly helpful to know
that George is 70 inches tall, Bridget is 6 feet 3 inches tall, Bruce is 1.93 meters
tall, and Alexandra is 177.8 centimeters tall. It is much simpler to compare their
heights when the measurements are in the same units. Converting their heights to
feet and inches, we see that George is 5 feet 10 inches, Bridget is 6 feet 3 inches,
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Bruce is 6 feet 4 inches, and Alexandra is 5 feet 10 inches. Percentiles put raw
scores into comparable units. Similarly, it is not particularly helpful to know that
George got 75 percent correct on the spelling portion of a group-administered test
of achievement, 56 percent correct on the reading comprehension portion, and 63
percent on the mathematics portion. Without knowing how other students scored,
such information offers little, if any, insight into George’s achievement. However,
converting the percents correct into percentiles allows direct and easy comparison:
54th percentile in spelling, 47th percentile in reading comprehension, and 61st
percentile in mathematics. The major disadvantage of percentiles is that they are
not equal-interval scores. Therefore, they cannot be added together or subtracted
from one another. Thus, it would be incorrect to say that George is 7 percentiles
better in reading comprehension than in spelling, although it is correct to say that
George did relatively better in spelling than in reading comprehension.

Standard scores are derived scores with a predetermined mean and standard
deviation. The most basic standard score is the z distribution. In the distribution
of z scores, the mean is always equal to 0. In the distribution of z scores, the stan-
dard deviation is always equal to 1.7 Thus, regardless of the mean and standard
deviation of the raw (obtained) scores, z scores transform those scores into a new
distribution with a mean of 0 and a standard deviation of 1. Positive scores are
above the mean; negative scores are below the mean. The larger the number, the
more above or below the mean is the score. z scores are interpreted as being X
number of standard deviations above or below the mean. When the distribution
of scores is bell shaped or normal, we know the exact percentile that corresponds
to a z score.

In assessment, it is customary to transform z scores into different standard
scores with predetermined means and standard deviations. Four such scores are
common in assessment: T scores, IQs, normal curve equivalents, and stanines.

A T score is a standard score with a mean of 50 and a standard deviation of
10. A person earning a T score of 40 scored one standard deviation below
the mean, whereas a person earning a T score of 60 scored one standard
deviation above the mean.

IQs are standard scores with a mean of 100 and a standard deviation of 15.%
A person earning an IQ of 85 scored one standard deviation below the mean,
whereas a person earning an IQ of 115 scored one standard deviation above

the mean.’

This transformation is achieved by subtracting the mean of the obtained scores from each obtained
score.

"This transformation is achieved by dividing the difference between the obtained score less the mean
of the obtained scores by the obtained standard deviation.

$Some older tests have standard deviations that are 16 or another value.

*When it was first introduced, the IQ was defined as the ratio of mental age to chronological age,
multiplied by 100. Statisticians soon found that MA has different variances and standard deviations
at different chronological ages. Consequently, the same ratio IQ has different meanings at different
ages—the same ratio IQ corresponds to different z scores and percentiles at different ages. To remedy
this situation, scientist stopped using ratio IQs and began converting scores to standard scores.
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Normal curve equivalents (NCEs) are standard scores with a mean equal to
50 and a standard deviation equal to 21.06. Although the standard deviation
may at first appear strange, this scale divides the normal curve into 100 equal
intervals.

Stanines (short for standard nines) are standard-score bands that divide a
distribution into nine parts. The first stanine includes all scores that are 1.75
standard deviations or more below the mean, and the ninth stanine includes
all scores 1.75 or more standard deviations above the mean. The second
through eighth stanines are each 0.5 standard deviation in width, with the
fifth stanine ranging from 0.25 standard deviations below the mean to 0.25
standard deviations above the mean.

Standard scores are frequently more difficult to interpret than percentile
scores because the concepts of means and standard deviations are not widely
understood by people without some statistical knowledge. Thus, standard scores
may be more difficult for students and their parents to understand. Aside from
this disadvantage, standard scores offer all the advantages of percentiles plus an
additional advantage: Because standard scores are equal-interval, they can be
combined (for example, added or averaged).'

Test authors provide tables to convert raw scores into derived scores. Thus, test
users do not have to calculate derived scores. Standard scores can be transformed
into other standard scores readily; they can be converted to percentiles without
conversion tables only when the distribution of scores is normal. In normal dis-
tributions, the relationship between percentiles and standard scores is known.
Figure 3.5 compares various standard scores and percentiles for normal distribu-
tions. When the distribution of scores is not normal, conversion tables are necessary
in order to convert percentiles to standard scores (or vice versa). These conversion
tables are test specific, so only a test author can provide them. Moreover, conver-
sion tables are always required in order to convert developmental scores to scores
of relative standing, even when the distribution of test scores is normal. If the only
derived score available for a test is an age equivalent, then there is no way for a
test user to convert raw scores to percentiles. However, age or grade equivalents
can be converted back to raw scores, which can be converted to standard scores
if the raw score mean and standard deviation are provided.

0Standard scores also solve another subtle problem. When scores are combined in a total or compos-
ite, the elements of that composite (for example, 18 scores from weekly spelling tests that are com-
bined to obtain a semester average) do not count the same (that is, they do not carry the same weight)
unless they have equal variances. Tests that have larger variances contribute more to the composite
than tests with smaller variances. When each of the elements has been standardized into the same stan-
dard scores (for example, when each of the weekly spelling tests has been standardized as z scores),
the elements (that is, the weekly scores) will carry exactly the same weight when they are combined.
Moreover, the only way a teacher can weight tests differentially is to standardize all the tests and then
multiply by the weight. For example, if a teacher wished to count the second test as three times the first
test, the scores on both tests would have to be standardized, and the scores on the second test would
then be multiplied by three before the scores were combined.
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Relationship Among Selected
Standard Scores, Percentiles,
and the Normal Curve
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Standard Deviations  -2S -1S Mean +1S +2S
Standard Scores
z-Scores -2.00 —-1.00 0 +1.00 +2.00
T-Scores 30 40 50 60 70
IQ (S=15) 70 85 100 115 130
Stanines | 2 3 4 5 6 7 8 9
Percentiles 2 16 50 84 98

The selection of the particular type of score to use and to report depends
on the purpose of testing and the sophistication of the consumer. In our opin-
ion, developmental scores should never be used. Both laypeople and profession-
als readily misinterpret these scores. In order to understand the precise meaning
of developmental scores, the interpreter must generally know both the mean
and the standard deviation and then convert the developmental score to a more
meaningful score, a score of relative standing. Various professional organizations
(for example, the International Reading Association, the American Psychological
Association, the National Council on Measurement in Education, and the Council
for Exceptional Children) also hold very negative official opinions about develop-
mental scores and quotients.

Standard scores are convenient for test authors. Their use allows an author
to give equal weight to various test components or subtests. Their utility for
the consumer is twofold. First, if the score distribution is normal, the consumer
can readily convert standard scores to percentile ranks. Second, because stan-
dard scores are equal-interval scores, they are useful in analyzing strengths and
weaknesses of individual students and in research.

We favor the use of percentiles. These unpretentious scores require the
fewest assumptions for accurate interpretation. The scale of measurement
need only be ordinal, although it is very appropriate to compute percentiles
on equal-interval or ratio data. The distribution of scores need not be nor-
mal; percentiles can be computed for any shape of distribution. Professionals,
parents, and students readily understand them. Most important, however, is
the fact that percentiles tell us nothing more than what any norm-referenced
derived score can tell us—namely, an individual’s relative standing in a group.
Reporting scores in percentiles may remove some of the aura surround-
ing test scores, and it permits test results to be presented in terms users can
understand.
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Scenario in Assessment
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Kate

Kate returned from her first day of classes at the junior
high school and told her parents about her classes. All
seemed to be just what she expected except for her math
class: None of her friends were in the class, and she
already knew how to do all the math the teacher talked
about teaching them that year. Her father called the
school the next day and was able to meet with Kate’s
counselor that afternoon. The counselor explained that
math class was tracked on the basis of the students’
IQs, and since Kate’s IQ was less than 100 she was put
into the slowest math group.

Because all of Kate’s previous intelligence tests
were well above average, her dad asked to see the actual

results of her test. The counselor produced the com-
puter printout with all of his students’ IQs, covered the
names of all students except for Kate’s, and showed
Kate’s dad the printout. Sure enough, the number
next to his daughter’s name was 95. When her dad
scanned up the column to the heading, he found the
word “percentile.” The counselor had read a percen-
tile as a standard score, and his error made quite a
difference. Kate’s IQ was not 95; it was 124. She did
not belong in the slowest math group; she belonged in
pre-algebra.

Knowing the meaning of derived scores is essential
when educational decisions are based on those scores.

"
.

N

v

Norms

Normative groups allow us to compare one person’s performance to the perfor-
mance of others. Whenever we make such a comparison, it is important to know
who those other persons are. For example, suppose Kareem earned a percentile
rank of 50 on an intelligence test. If the norm group comprised only students
enrolled in programs for the mentally retarded, a score at the 50th percentile
would indicate limited intellectual ability. However, if the norm group consisted
of individuals enrolled in programs for the gifted, Kareem’s score would indicate
superior intellectual ability. If we wanted to know Kareem’s general intellectual
ability, it would make sense to compare his test performance to a representative
sample of all children.

It is also important that a person’s performance is compared to that of an
appropriate group. Normative comparisons can range from national to local, with
local being a school district, a specific school, or even a specific classroom. To
illustrate the latter, suppose a teacher (Ms. Lane) may be concerned that Mike is
not participating sufficiently in classroom discussions. To verify that concern, she
could select two or three students who are participating at appropriate levels—
not the best participants but satisfactory participants. During the next day or two,
she could then count the number of times Mike offered a contribution to a discus-
sion and compare his participation with that of the three comparison students.
The performance of the comparison students is, by her definition, satisfactory. If
Mike’s performance is comparable to theirs, his performance is also satisfactory.

Often, larger school districts develop norms by administering an achievement
test that matches their curricula to all their students. Then districtwide means and



Norms 47

standard deviations can be used to convert individual scores to standard scores.
This information allows two useful comparisons. First, the achievement of indi-
vidual students can be compared to that of other students in the district in order
to identify students in need of additional services, either remedial or enriching.
Second, standard scores averaged by school allow school-by-school comparisons
that can identify schools in which achievement is generally a problem. Whole
states do essentially the same thing to evaluate the educational attainment by
school districts.

Unlike local norms where an entire population of students is tested, national
norms always involve sampling, and it is essential that we know the characteristics
and abilities of the people sampled. Obviously, the accuracy and meaningfulness
of a derived score for one student is inextricably tied to the characteristics of the
norm sample. Thus, “it is important that the reference populations be carefully
and clearly described” (American Educational Research Association [AERA],
American Psychological Association, & National Council on Measurement in
Education, 1999, p. 51).!* This description is absolutely essential for test users
to judge if a test taker can be reasonably compared to the individuals within the
norm sample. Representativeness hinges on two questions: (1) Does the norm
sample contain individuals with relevant characteristics and experiences? and
(2) Are the characteristics and experiences present in the sample in the same pro-
portion as they are in the population of reference?'?

Important Characteristics

What makes a characteristic relevant depends on the construct being measured.
Some characteristics have a clear logical and empirical relationship to a person’s
development and are important for any psychoeducational construct.

Some differences between males and females may be relevant in understanding a stu-
dent’s test score. For example, girls tend to physically develop faster than boys during
the first year or two, and many more boys have delayed maturation than do girls dur-
ing the preschool and primary school years. After puberty, men tend to be bigger and
stronger than women. In addition to physical differences, gender role expectations
may differ and systematically limit the types of activities in which a child participates
because of modeling, peer pressure, or the responses of significant adults.
Nevertheless, on most psychological and educational tests, gender differ-
ences are small, and the distributions of scores of males and females tend to
overlap considerably. When gender differences are minor, norm groups clearly
should contain the appropriate proportions of males (approximately 48 percent)
and females (approximately 52 percent)—the proportion found in the general
U.S. population. However, when gender differences are substantial, the correct
course of action depends on the purpose of the normative comparison. If a test

In practice, it is also impossible to test the entire population because the membership of the popula-
tion is constantly changing. Fortunately, the characteristics of a population can be accurately esti-
mated from the characteristics of a representative sample.

12Characteristics expressed by less than 1 or 2 percent of the population may not be represented
accurately.
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is intended to identify students with developmental lags and if gender differences
are pronounced, it is better to have separate norms for males and females. For
example, if 3-year-old Aaron earns a percentile of 45 on a developmental test that
has both boys and girls in the norms, his score indicates that his development is
slightly behind that of other children. However, he may actually be doing well for
a boy at that age. On the other hand, if the purpose is to identify the students with
the best background for advanced placement in a subject where there are gender
differences, it is probably better to have a single norm sample composed of males
and females.

Chronological age is an important consideration for developmental skills and
abilities. Norms for tests of ability compare the performances of individuals of
essentially the same age. It would make no sense to compare the running perfor-
mance of a 2-year-old to that of a 4-year-old.

We have known for more than 40 years that different psychological abilities
develop at different rates.'> When an ability or skill is developing rapidly (for exam-
ple, locomotion in infants and toddlers), the age range of the norm group must
be much less than 1 year. Thus, on scales used to assess infants and young chil-
dren, we often see norms in 3-month ranges. For children of school age, differences
of less than a few months are usually unimportant. Thus, we typically see norms
in 6-month and 12-month ranges. After an ability has matured, there may be no
meaningful differences over several years. As a result, we often see norms in 10-year
ranges on adult scales. Therefore, although 1-year norms are most common, devel-
opmental theory and research can suggest norms of lesser or greater age ranges.

All achievement tests should measure learned facts and concepts that have been taught
in school. The more grades completed by students (that is, the more schooling), the
more they should have been taught. Thus, the most useful norm comparisons are usu-
ally made to students of the same grade, regardless of their ages.'* It is also important
to note that students of different ages are present in most grades; for example, some
7-year-old children may not be enrolled in school, some may be in kindergarten,
some in first grade, some in second grade, and some even in third grade.

Acculturation is an imprecise concept that refers to an understanding of the lan-
guage (including conventions and pragmatics), history, values, and social conven-
tions of society at large. Nowhere are the complexities of acculturation more
readily illustrated than in the area of language. Acculturation requires people to
know more than standard American English; they must also know the appropriate
contexts for various words and idioms, appropriate volume and distance between
speaker and listener, appropriate posture to indicate respect, and so forth.

13See, for example, Guilford (1967, pp. 417-426).
“In situations in which students are not grouped by grade, it may be necessary to use age
comparisons.
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Because acculturation is a broad and somewhat diffuse construct, it is difficult
to define or measure precisely. Typically, test authors use the educational or occupa-
tional attainment (socioeconomic status) of the parents as a general indication of the
level of acculturation of the home. The socioeconomic status of a student’s parents
is strongly related to that student’s scores on all sorts of tests—intelligence, achieve-
ment, adaptive behavior, social functioning, and so forth. The children of middle-
and upper-class parents have tended to score higher on such tests (see Gottesman,
1968; Herrnstein & Murray, 1994). Whatever the reasons for class differences in
child development, norm samples certainly must include all segments of society (in
the same proportion as in the general population) in order to be representative.

Race and culture are particularly relevant to our discussion of norms for two
reasons. First, the scientific and educational communities have often been insen-
sitive and occasionally blatantly racist and classist. Second, differences in tested
achievement and ability persist among races and cultural groups, although these
differences continue to narrow.” Inclusion of individuals of all racial, cultural,
and socioeconomic groups is important for two reasons. First, to the extent that
individuals of different groups undergo cultural experiences that differ even
within a given social class and geographic region, norm samples that exclude (or
underrepresent) one group are unrepresentative of the total population. Second,
if individuals from various groups are excluded from field tests of test items, vari-
ous statistics used in test development may be inaccurate,'® and the test’s scaling
may be in error.

There are systematic differences in the attainment of individuals living in dif-
ferent geographic regions of the United States, and various psychoeducational
tests reflect these regional differences. Most consistently, the average scores of
individuals living in the southeastern United States (excluding Florida) are often
lower than the average scores of individuals living in other regions of the country.
Moreover, community size, population density, and changes in population have
also been related to academic and intellectual development.

There are several seemingly logical explanations for many of these relation-
ships. For example, educational attainment is related to educational expenditures,
and there are regional differences in the financial support of public education. Well-
educated young adults tend to move away from communities with limited employ-
ment and cultural opportunities. When brighter and better educated individuals
leave a community, the average intellectual ability and educational attainment in
that community decline, and the average ability and attainment of the communi-
ties to which the brighter individuals move increase. Regardless of the reasons for
geographical differences, test norms should include individuals from all geographic
regions, as well as from urban, suburban, and rural communities.

15We also note that perhaps as much as 90 percent of observed racial and cultural differences can be
attributed to socioeconomic differences.
For example, item difficulty estimates (p values) and various item-total correlations.
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A representative sample of individuals in terms of their level of intellectual func-
tioning is essential for standardizing an intelligence test and most other kinds of
tests, including tests of achievement, linguistic or psycholinguistic ability, percep-
tual skills, and perceptual-motor skills. In the development of norms, it is essen-
tial to test the full range of intellectual ability. Limiting the sample to students
enrolled in and attending school (usually general education classes) restricts the
norms. Failure to consider individuals with mental retardation in standardiza-
tion procedures introduces systematic bias into test norms by underestimating the
population mean and standard deviation.

Proportional Representation

Implicit in the preceding discussion of characteristics of people in a representa-
tive normative sample is the idea that various kinds of people should be included
in the sample in the same proportion as they occur in the general population.
No matter how test norms are constructed, test authors should systematically
compare the relevant characteristics of the population and their standardization
samples. Although we frequently use the singular (that is, norm sample or group)
when discussing norms, it is important to understand that tests have multiple
normative samples. For example, an achievement test intended for use with stu-
dents in kindergarten through twelfth grade has 13 norm groups (1 for each
grade). If that achievement test has separate norms for males and females at each
grade, then there are 26 norm groups. When we test a second-grade boy, we do
not compare his performance with the performances of all students in the total
norm sample. Rather, we compare the boy’s performance with that of other sec-
ond graders (or of other second-grade boys if there are separate norms for boys
and girls). Thus, the preceding discussions of representatives and the number of
subjects apply to each specific comparison group within the norms—not to the
aggregated or combined samples. Representativeness should be demonstrated for
each comparison group.

Number of Subjects

The number of participants in a norm sample is important for several reasons.
First, the number of subjects should be large enough to guarantee stability. If a
sample is very small, another group of participants might have a different mean
and standard deviation. Second, the number of participants should be large enough
to represent infrequent characteristics. For example, if approximately 1 percent of
the population is Native American, a sample of 25 or 50 people will be unlikely
to contain even 1 Native American. Third, there should be enough subjects so that
there can be a full range of derived scores. In practice, 100 participants in each age
or grade is considered the minimum.

Age of Norms

For a norm sample to be representative, it must represent the current population.
Levels of skill and ability change over time. Skilled athletes of today run faster,
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jump higher, and are stronger than the best athletes of a generation ago. Some of the
improvement can be attributed to better training, but some can also be attributed
to better nutrition and societal changes. Similarly, intellectual and educational per-
formances have increased from generation to generation, although these increases
are neither steady nor linear.

For example, on norm-referenced achievement tests, considerably more
than half the students score above the average after the test has been in use
5-7 years.' In such cases, the test norms are clearly dated because only half
the population can ever be above the median. Although some increase in
tested achievement can be attributed to teacher familiarity with test content,
there is little doubt that some of the changes represent real improvement in
achievement.

The important point is that old norms tend to estimate a student’s relative
standing in the population erroneously because the old norms are too easy. The
point at which norms become outdated will depend in part on the ability or skill
being assessed. With this caution, it seems to us that approximately 15 years is
the maximum useful life for norm samples used in ability testing; 7 years appears
to be the maximum for norm life for achievement tests. Although test publishers
should ensure that up-to-date norms are readily available, test users ultimately
are responsible for avoiding the inappropriate use of out-of-date norms (AERA
et al., 1999, p. 59).

Relevance of Norms

Norms must provide comparisons that are relevant to the purpose of assess-
ment. National norms are the most appropriate if we are interested in knowing
how a particular student is developing intellectually, perceptually, linguistically,
or physically. Norms developed on a particular portion of the population may
be meaningful in special circumstances. Local norms can be useful in ascertain-
ing the degree to which individual students have profited from their schooling
in the local school district as well as in retrospective interpretations of a stu-
dent’s performance. Norms based on particular groups may be more relevant
than those based on the population as a whole. For example, the American
Association on Mental Retardation’s Adaptive Behavior Scale was standardized
on individuals who were mentally retarded; aptitude tests are often standardized
on individuals in specific trades or professions. The utility of special population
norms is similar to the utility of local norms: They are likely to be more useful
in retrospective comparisons than in future predictions because unless we know
how the special population corresponds to the general population, predictions
may not be appropriate. In addition, “norms that are presented should refer to
clearly described groups. These groups should be the ones with whom users of
the test will ordinarily wish to compare the people who are tested” (AERA et al.,
1997, p. 33).

7See, for example, Linn, Graue, and Sanders (1990).
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(“APTER COMPRE“ENSION QUESTIONS 3. Explain the statistical meaning of the following

scores: percentile, z score, 1Q, NCE, age equivalent,
and grade equivalent.

Write your answers to each of the following questions,
and then compare your responses to the text. 4. Why is the acculturation of the parents of students in

1. Compare and contrast the two scales of normative samples important?

measurement most commonly used in educational
and psychological measurement.

2. Explain the following terms: mean, median, mode,
variance, skew, and correlation coefficient.
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Chapter 4 © Technical Adequacy

NONE OF US WOULD CONSIDER HAVING HEART SURGERY ON THE BASIS OF A

diagnostic test known for its inaccuracy. Although educational decisions are not
this dramatic, every day school personnel select, create, and use assessment pro-
cedures that lead to educational decisions. Accurate evaluation results lead to
good decision making, whereas inaccurate results cannot. To illustrate, suppose
you learn that other teachers would count as correct test responses that you have
marked incorrect, that students earned good grades on their weekly spelling tests
but made numerous errors in their written work, and that students who were
earning A’s in reading were scoring at the 30th percentile on standardized reading
tests. What do these things suggest about the accuracy of your assessments? What
do they suggest about the decisions based on these assessments?

When we test students, we want to get accurate information that is unlikely to be
misinterpreted. The very nature of schooling presumes students will generalize what
they have learned to situations and contexts outside of the school and after gradua-
tion. Except for school-specific rules (for example, no running in the halls), nothing a
student learns in school would have any value unless it generalized to life outside of
school. When we test students or otherwise observe their performances, we always
want to be able to generalize what we observe in a variety of ways. Moreover, we
want those generalizations to be accurate—to be reliable. We also want to draw con-
clusions about their performances, and we want those conclusions to be correct.

Error in Measurement

In educational and psychological measurement, there are two types of error.
Systematic or predictable error (also called bias) is error that affects a person’s (or
group’s) score in one direction. Bias inflates people’s measured abilities above their
true abilities. For example, suppose a teacher used only multiple-choice tests with a
class of boys and girls. Since boys, as a group, tend to do better on this type of test,
the boys’ abilities may be somewhat overestimated due to the way their knowledge
was measured. Bias can also deflate people’s measured abilities above their true
abilities. The girls’ abilities may be somewhat underestimated due to the use of
multiple-choice tests that tested their knowledge; they may well have scored higher
on an essay examination. The other type of error is random error; its direction and
magnitude cannot be known for an individual test taker. This type of error can
just as easily raise as lower estimates of student’s ability or knowledge. Reliability
refers to the relative absence of random error present during measurement.

The Reliability Coefficient

The reliability coefficient is a special use of a correlation coefficient. The symbol
for a correlation coefficient (r) is used with two identical subscripts (for example,
r . or r ) to indicate a reliability coefficient. The reliability coefficient indicates
the proportion of variability in a set of scores that reflects true differences among
individuals. If there is relatively little error, the ratio of true-score variance to
obtained-score variance approaches a reliability index of 1.00 (perfect reliability);
if there is a relatively large amount of error, the ratio of true-score variance to
obtained-score variance approaches .00 (total unreliability). Thus, a test with a
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reliability coefficient of .90 has relatively less error of measurement and is more
reliable than a test with a reliability coefficient of .50. Subtracting the propor-
tion of true-score variance from 1 yields the proportion of error variance in the
distribution of scores. Thus, if the reliability coefficient is .90, 10 percent of the
variability in the distribution is attributable to error.

All other things being equal, we want to use the most reliable procedures and
tests that are available. Since perfectly reliable devices are quite rare, the choice of
test becomes a question of minimum reliability or the specific purpose of assess-
ment. We recommend that the standards for reliability presented in Table 4.1 be
used in applied settings.

In educational and psychological assessment, we are concerned with three types of
reliability or generalizations: generalization to other similar items, generalization
to other times, and generalization to other observers. These three generaliza-
tions have different names (that is, item reliability, stability, and interobserver
agreement) and are separately estimated by different procedures.

It is seldom possible or practical to administer all possible test items
of interest. Instead, testers use a sample of items (that is, a subset of items) from
all the possible items (that is, the domain of items). We would like to assume that
students’ performances on the sample of items are similar to their performances on
all the items if it were possible or practical to administer all items. When our gener-
alizations about student performance on a domain are correctly generalized from
performance on the test, the test is said to be reliable. Sometimes our sample of test
items leads us to overestimate a student’s knowledge or ability; in such cases, the
sample is unreliable. Sometimes our sample of test items leads us to underestimate
a student’s knowledge or ability; in such cases, the sample is unreliable.

There are two main approaches to estimating the extent to which we can general-
ize to different samples of items: alternate-form reliability and internal consistency.
Alternate-form reliability requires two or more forms of the same test. These
forms (1) measure the same trait or skill to the same extent and (2) are standardized
on the same population. Alternate forms offer essentially equivalent tests (but not
identical items); sometimes, in fact, they are called equivalent forms. The means and

Standards for Reliability

1. If test scores are to be used for administrative purposes and are reported for groups of
individuals, a reliability of .60 should be the minimum. This relatively low standard is
acceptable because group means are not affected by a test’s lack of reliability.

2. If weekly (or more frequent) testing is used to monitor pupil progress, a reliability of
.70 should be the minimum. This relatively low standard is acceptable because random
fluctuations can be taken into account when a behavior or skill is measured often.

3. If the decision being made is a screening decision (for example, a recommendation for
further assessment), there is still a need for higher reliability. For screening devices, we
recommend an .80 standard.

4.1f a test score is to be used to make an important decision concerning an individual student
(for example, tracking or special education placement), the minimum standard should be .90.
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George and Jules

George and Jules were going to have a test on World
War II in their history class. George concentrated his
efforts on the causes and consequences of the war.
Jules reviewed his notes and then watched the movie
“Patton.” The next day, the boys took the history test,
which contained three short-answer questions and
one major essay question, “Discuss Patton’s role in
the European theater of war.” George got a “C” on

test score was not an accurate reflection of what he
knew about the war and that it was unfair because it
did not address the war’s causes and consequences.
On the other hand, Jules was very pleased with his
score even though it would have been considerably
lower if the teacher had asked a different question.
The test did not provide a reliable estimate of either’s
knowledge of World War II.

his test; Jules got an “A.” George complained that his

variances for the alternate forms are assumed to be (or should be) the same. In the
absence of error of measurement, any subject would be expected to earn the same
score on both forms. To estimate the reliability of two alternate forms of a test (for
example, form A and form B), a large sample of students is tested with both forms.
Half the subjects receive form A and then form B; the other half receive form B and
then form A. Scores from the two forms are correlated. The resulting correlation
coefficient is a reliability coefficient.

Internal consistency is the second approach to estimating the extent to which
we can generalize to different test items. It does not require two or more test
forms. Instead, after a test is given, it is split into two halves that are correlated
to produce an estimate of reliability. For example, suppose we wanted to use this
method to estimate the reliability of a 10-item test. The results of this hypothetical
test are presented in Table 4.2. After administering the test to a group of students,
we divide the test into two S-item tests by summing the even-numbered items and
the odd-numbered items for each student. This creates two alternate forms of the
test, each containing one half of the total number of test items. We can then cor-
relate the sums of the odd-numbered items with the sums of the even-numbered
items to obtain an estimate of the reliability of each of the two halves. This proce-
dure for estimating a test’s reliability is called a split-half reliability estimate.

It should be apparent that there are many ways to divide a test into two
equal-length tests. The aforementioned 10-item test can be divided into many
different pairs of 5-item tests. If the 10 items in our full test are arranged in order
of increasing difficulty, both halves should contain items from the beginning of the
test (that is, easier items) and items from the end of the test (that is, more difficult
items). There are many ways of dividing such a test (for example, grouping items
1,4, 5,8, and 9 and items 2, 3, 6, 7, and 10). The most common way to divide
a test is by odd-numbered and even-numbered items (see the columns labeled
“Evens Correct” and “Odds Correct” in Table 4.2).

A better method of estimating internal consistency was developed by Cronbach
(1951) and is called coefficient alpha. Coefficient alpha is the average split-half
correlation based on all possible divisions of a test into two parts. In practice,
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TABLE 4.2

Hypothetical Performance of 20 Children on a 10-ltem Test

Items Totals
Total Evens Odds
Child 1 4 N 6 7 8 9 10 Test Correct Correct
1 + = + = = = + = S 1 4
2 + + - + + + - + 8 5 3
3 + + + + + = + + 8 4 4
4 + + + + + + - + 9 S 4
S + + + + + + + = 9 4 5
6 + + - + + + + + 8 5 3
7 + + + = + = + + 8 3 S
8 + - + + + + + + 9 4 5
9 + + + + - + + + 9 5 4
10 + + + - + + + + 9 4 5
11 + + + = + = = = 6 2 4
12 + + + + + + + + 9 5 4
13 + - - + - + - - 5 3 2
14 T + + + + - + + 9 4 S
15 + + + - - - - - 4 2 2
16 + + + + + + + + 10 5 5
17 n - - - - - - - 2 0 2
18 + + + + + + + + 9 4 5
19 + + = + + + + + 9 5 4
20 + - - + - + - - 3 2 1

there is no need to compute all possible correlation coefficients; coefficient alpha
can be computed from the variances of individual test items and the variance of
the total test score.

Coefficient alpha can be used when test items are scored pass—fail or when
more than 1 point is awarded for a correct response. An earlier, more restricted
method of estimating a test’s reliability, based on the average correlation between
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all possible split halves, was developed by Kuder and Richardson. This procedure,
called KR-20, is coefficient alpha for dichotomously scored test items (that is,
items that can be scored only right or wrong).

When students have learned information and behavior, we want to
be confident that students can access that information and demonstrate those
behaviors at times other than when they are assessed. We would like to be able to
generalize today’s test results to other times in the future. Educators are interested
in many human traits and characteristics that, theoretically, change very little over
time. For example, children diagnosed as colorblind at age 5 years are expected to
be diagnosed as colorblind at any time in their lives. Colorblindness is an inher-
ited trait that cannot be corrected. Consequently, the trait should be perfectly
stable. When an assessment identifies a student as colorblind on one occasion and
not colorblind on a later occasion, the assessment is unreliable.

Other traits are developmental. For example, people’s heights will increase
from birth through adulthood. The increases are relatively slow and predictable.
Consequently, we would not expect many changes in height over a 2-week period.
Radical changes in people’s heights (especially decreases) over short periods of
time would cause us to question the reliability of the measurement device. Most
educational and psychological characteristics are conceptualized much as height
is conceptualized. For example, we expect reading achievement to increase with
length of schooling but to be relatively stable over short periods of time, such as
2 weeks. Devices used to assess traits and characteristics must produce sufficiently
consistent and stable results if those results are to have practical meaning for
making educational decisions. When our generalizations about student perfor-
mance on a domain are correctly generalized from one time to another, the test is
said to be stable or have test—retest reliability. Obviously, the notion of stability
excludes changes that occur as the result of systematic interventions to change the
behavior. Thus, if a test indicates that a student does not know the long vowel
sounds and we teach those sounds to the student, the change in the student’s test
performance would not be considered a lack of reliability.

The procedure for obtaining a stability coefficient is straightforward. A large
number of students are tested and then retested after a short period of time (pref-
erably 2 weeks later). The students’ scores from the two administrations are then
correlated, and the obtained correlation coefficient is the stability coefficient.

We would like to assume that if any other comparably
qualified examiner were to give the test, the results would be the same—we would
like to be able to generalize to similar testers. Suppose Ms. Amig listened to her
students say the letters of the alphabet. It would not be very useful if she assigned
Barney a score of 70 percent correct, whereas another teacher (or education
professional) who listened to Barney awarded a score of 50 percent correct or
90 percent correct for the same performance. When our scoring or other obser-
vations agree with those of comparably trained observers who observe the same
phenomena at the same time, the observations are said to have interobserver
reliability or agreement.' Ms. Amig would like to assume that any other education
professional would score her students’ responses in the same way.

'Agreement among observers has several different names. Observers can be referred to as testers,
scorers, or raters; it depends on the nature of their actions. Agreement can also be called reliability.
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There are two very different approaches to estimating the extent to which we
can generalize to different scorers: a correlational approach and a percentage of
agreement approach. The correlational approach is similar to estimating reliability
with alternate forms, which was previously discussed. Two testers score a set of
tests independently. Scores obtained by each tester for the set are then correlated.
The resulting correlation coefficient is a reliability coefficient for scorers.

Percentage of agreement is more common in classrooms and applied behavioral
analysis. Instead of the correlation between two scorers’ ratings, a percentage of
agreement between raters is computed. There are four ways of calculating percent
agreement. The first two types of agreement we discuss are the most common, but
the last two are more common in research publications.

Simple agreement is calculated by dividing the smaller number of occurrences
by the larger number of occurrences and multiplying the quotient by 100. For
example, suppose Ms. Amig and her teacher’s aide, Ms. Carter, observe Sam on
20 occasions to determine how frequently he is on task during reading instruc-
tion. The results of their observations are shown in Table 4.3. Ms. Amig observes
12 occasions when Sam is on task, whereas Ms. Carter observes 10 occasions.
Simple agreement is 83 percent; that is, 100 X (10/12).

The second type of percent agreement, point-to-point agreement, is a more
precise way of computing percentage of agreement because each data point is
considered. Point-to-point agreement is calculated by dividing the number of
observations for which both observers agree (occurrence and nonoccurrence) by
the total number of observations and multiplying the quotient by 100. Using data
shown in Table 4.3, there are 14 occasions when Ms. Amig’s and Ms. Carter’s obser-
vations agree. Point-to-point agreement is 70 percent; that is, 100 X (14/20).

The two other indices of percent agreement are agreement for occurrence
and kappa. Explanations of these indices and their calculation are available in the
download material.

Generalization to other items, times, and observers are independent of each other.
Therefore, each index of reliability provides information about only a part of the
error associated with measurement.

In school settings, item reliability is not a problem when we test students on the
entire domain (for example, naming all upper and lower case letters of the alpha-
bet). Item reliability should be estimated when we test students on a sample of items
from the domain (for example, a 20-item test on multiplication facts that is used to
infer master on all facts). Interscorer reliability is usually not a problem when our
assessments are objective and our criteria for a correct response clear (for example,
a multiple-choice test). Interscorer reliability should be assessed whenever subjective
or qualitative criteria are used to score student responses (for example, using a scor-
ing rubric to assess the quality of written responses). When students are assessed
frequently with interchangeable tests or probes, stability is usually assessed directly
prior to intervention by administering tests on 3 or more days until the student’s
performance has stabilized.? If a test is given once, its stability should be estimated,
although in practice teachers seldom estimate the stability of their tests.

2The period during which students are assessed prior to observation is generally called the baseline.
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TABLE 4.3 Observations of Sam’s On-Task Behavior During

Reading, Where “—" Is Off Task and “+" Is OnTask

Observation Ms. Amig Ms. Carter Observers Agree
1 + + Yes
2 - - Yes
3 - + No
4 + + Yes
S n + Yes
6 - - Yes
7 - - Yes
8 - + No
9 + o Yes

10 + - No

11 - - Yes

12 + + Yes

13 + + Yes

14 + + Yes

15 - - Yes

16 + - No

17 + + Yes

18 - - Yes

19 + - No

20 + - No

Total No. of 12 10 14
Occurrences

e:;u- Standard Error of Measurement

The standard error of measurement (SEM) is another index of test error. The SEM
is the average standard deviation of error distributed around a person’s true score.
Although we can compute standard errors of measurement for scorers, times, and
item samples, SEMs for scorers are seldom calculated.



FIGURE 4.1

The Standard Error of
Measurement: The Standard
Deviation of the Error Distribution
Around a True Score for One
Subject
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To illustrate, suppose we wanted to assess students’ emerging skill in naming
letters of the alphabet using a 10-letter test. There are many samples of 10-letter
tests that could be developed. If we constructed 100 of these tests and tested just
one kindergartner, we would probably find that the distribution of scores for that
kindergartner was approximately normal. The mean of that distribution would be
the student’s true score. The distribution around the true score would be the result of
imperfect samples of letters; some letter samples would overestimate the pupil’s abil-
ity, and others would underestimate it. Thus, the variance around the mean would be
the result of error. The standard deviation of that distribution is the standard deviation
of errors attributable to sampling and is called the standard error of measurement.

When students are assessed with norm-referenced tests, they are typically
tested only once. Therefore, we cannot generate a distribution similar to those
shown in Figure 4.1. Consequently, we do not know the test taker’s true score
or the variance of the measurement error that forms the distribution around that
person’s true score. By using what we know about the test’s standard deviation
and its reliability for items, we can estimate what that error distribution would be.
However, when estimating the error distribution for one student, test users should
understand that the SEM is an average; some standard errors will be greater than
that average, and some will be less.

Equation 4.1 is the general formula for finding the SEM. The SEM equals
the standard deviation of the obtained scores (S) multiplied by the square root of
1 minus the reliability coefficient. The type of unit (IQ, raw score, and so forth)
in which the standard deviation is expressed is the unit in which the SEM is
expressed. Thus, if the test scores have been converted to T scores, the standard
deviation is in T score units and is 10; the SEM is also in T score units. From
Equation 4.1, it is apparent that as the standard deviation increases, the SEM
increases, and as the reliability coefficient decreases, the SEM increases.

SEM = Sy 1-7 (4.1)

The SEM provides information about the certainty or confidence with which
a test score can be interpreted. When the SEM is relatively large, the uncertainty is
large; we cannot be very sure of the individual’s score. When the SEM is relatively
small, the uncertainty is small; we can be more certain of the score.

EM True +| SEM +2 SEM
Score
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Estimated True Scores

An obtained score on a test is not the best estimate of the true score because
obtained scores and errors are correlated. Scores above the test mean have
more “lucky” error (error that raises the obtained score above the true score),
whereas scores below the mean have more “unlucky” error (error that lowers
the obtained score below the true score). An easy way to understand this effect
is to think of a test on which Mike guesses on several test items. If all Mike’s
guesses are correct, he has been very lucky and earns a score that is not represen-
tative of what he truly knows. However, if all his guesses are incorrect, Mike has
been unlucky and earns a score that is lower than a score that represents what
he truly knows.

Confidence Intervals

Although we can never know a person’s true score, we can estimate the likelihood
that a person’s true score will be found within a specified range of scores. This
range is called a confidence interval. Confidence intervals have two components.
The first component is the score range within which a true score is likely to be
found. For example, a range of 80 to 90 indicates that a person’s true score is
likely to be contained within that range. The second component is the level of con-
fidence, generally between 50 and 95 percent. The level of confidence tells us how
certain we can be that the true score will be contained within the interval. Thus, if a
90 percent confidence interval for Jo’s IQ is 106 to 112, we can be 90 percent sure
that Jo’s true IQ is between 106 and 112. It also means that there is a 5 percent
chance her true IQ is higher than 112 and a 5 percent chance her true IQ is lower
than 106. To have greater confidence would require a wider confidence interval.

Sometimes confidence intervals are implied. A score may be followed by a
“+” and a number (for example, 109 *2). Unless otherwise noted, this nota-
tion implies a 68 percent confidence interval with the number following the =
being the SEM. Thus, the lower limit of the confidence interval equals the score
less the SEM (that is, 109 -2) and the upper limit equals the score plus the SEM
(that is, 109 + 2). The interpretation of this confidence interval is that we can be
68 percent sure that the student’s true score is between 107 and 111.

Another confidence interval is implied when a score is given with the
probable error (PE) of measurement. For example, a score might be reported as
105 PE = 1. A PE yields 50 percent confidence. Thus, 105 PE = 1 means a 50 per-
cent confidence interval that ranges from 104 to 106. The interpretation of this
confidence interval is that we can be 50 percent sure that the student’s true score
is between 104 and 106; 25 percent of the time the true score will be less than
104, and 25 percent of the time the true score will be greater than 106.

Validity refers to “the degree to which evidence and theory support the interpretation
of test scores entailed by proposed uses of tests” (American Educational Research
Association [AERA], American Psychological Association, & National Council on
Measurement in Education, 1999, p. 9). Validity is therefore the most fundamental
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Elmwood Area School District

The Elmwood Area School District has adopted a
child-centered, conceptual mathematics investiga-
tions curriculum that stresses problem solving as well
as writing and thinking about mathematics. Students
are expected to discover mathematical principles
and explain them in writing. In the spring, the dis-
trict administered the TerraNova achievement test
for the purpose of determining whether students
were learning what the district intended for them to
learn. Much to its dismay, the mean scores on the
mathematics subtests were substantially below aver-
age, and many students previously thought to be
doing well in school were referred to determine if

they had a specific learning disability in mathematics
calculation. After the school psychologists completed
their initial review of student records, the problem
became clear. The TerraNova, although generally a
good test, did not measure what was being taught
in the Elmwood Area School District. Because math-
ematical calculations were not emphasized (or even
systematically taught), Elmwood students had not
had the same opportunities to learn as students in
other districts. TerraNova was not a valid test within
the school district, although it was appropriately
used in many others. The validity of a test is validity
for the specific child being assessed.

consideration in developing and evaluating tests and other assessment procedures.
Although much of the discussion that follows is necessarily general, it must always
be remembered that all questions of validity are specific to the individual student
being tested. The specific question that must always be asked is whether the test-
ing process leads to correct inferences about a specific person in a specific situa-
tion for a specific purpose.

A test that leads to valid inferences in general or about most students may not
yield valid inferences about a specific student. Two circumstances illustrate this.
First, unless a student has been systematically acculturated in the values, behav-
ior, and knowledge found in the public culture of the United States, a test that
assumes such cultural information is unlikely to lead to appropriate inferences
about that student. Consider, for example, the inappropriateness of administering
a verbally loaded intelligence test to a recent U.S. immigrant. Correct inferences
about this person’s intellectual ability cannot be drawn from the testing because
the intelligence test requires not only proficiency in English but also proficiency
in U.S. culture and mores.

Second, unless a student has been systematically instructed in the content of
an achievement test, a test assuming such academic instruction is unlikely to lead
to appropriate inferences about that student’s ability to profit from instruction.
It would be inappropriate to administer a standardized test of written language
(which counts misspelled words as errors) to a student who has been encouraged
to use inventive spelling and reinforced for doing so. It is unlikely that the test
results would lead to correct inferences about that student’s ability to profit from
systematic instruction in spelling.
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General Validity

Because it is impossible to validate all inferences that might be drawn from a test
performance, test authors typically validate just the most common inferences.
Thus, test users should expect some information about the degree to which each
commonly encouraged inference has (or lacks) validity. Although the validity of
each inference is based on all the information that accumulates over time, test
authors are expected to provide some evidence of a test’s validity for specific
inferences at the time the test is offered for use.

In addition, test authors should validate the inferences for groups of students
with whom the test will typically be used.

Methods of Validating Test Inferences

The process of gathering information about the appropriateness of inferences is
called validation. Several types of evidence can be considered (AERA et al., 1999,
pp- 11-17).3

Evidence related to test content: Test content refers to “the themes, wording,
and format of the items, tasks, or question on a test, as well as the guidelines for
procedures regarding administration and scoring” (AERA et al., 1999, p. 11).

Evidence related to internal structure: Internal structure refers to the number
of dimensions or components within a domain that are represented on

the test. For example, if a test developer theorized that there were several
components of intelligence, one would rightly expect the resulting test to
contain several components of intelligence.

Evidence of the relationships between the test and other performances: The
relationship to other performances refers to the accuracy with which test
scores predict performance on the same type of test or other similar tests.

Evidence of convergent and discriminant power: Convergent power refers to a
test’s ability to produce scores similar to those produced by other tests of the
same ability or skills. Discriminant power refers to a test’s ability to produce
scores different from those produced by other tests of a different ability or skill.

Evidence of the consequences of testing: Tests are administered with the
expectation that some benefit will be realized either to the test taker or

to the organization requiring the test. In education, the possible benefits
include the selection of efficacious instruction, materials, and placements.

“A fundamental purpose of validation is to indicate whether these specific
benefits are likely to be realized. Thus, in the case of a test used in a
placement decision, the validation would be informed by evidence that
alternative placements, in fact, are differentially beneficial to the persons and
the institution” (AERA et al., 1999, p. 16).

Historically, the types of evidence under consideration have been categorized
as follows: evidence of content validity, evidence of criterion-related validity, and

SAERA et al. (1999) also recognize evidence based on response processes that are usually described
by test takers. This sort of evidence has not been widely accepted in special and inclusive education,
perhaps because it can be difficult to obtain reliably from children and individuals with disabilities.
Therefore, we do not deal with response processes in this text.
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evidence of construct validity. Indeed, most test authors still use these categories.
Therefore, we use these three categories in our discussions of validity in this
chapter. Specifically, we consider evidence related to test content as content
validity; evidence of the relationships between the test and other performances as
criterion-related validity; and evidence related to internal structure, evidence of
convergent and discriminant power, and evidence of the consequences of testing
as construct validity. (We have already discussed in preceding chapters other evi-
dence of a test’s validity—namely, the meaning of test scores, reliability, the ade-
quacy of the test’s standardization, and, when applicable, the test’s norms.)

Content validity refers to the extent to which a test’s items actually represent
the domain or universe to be measured. It is a major source of evidence for the
validation for any educational or psychological test and many other forms of assess-
ment (such as observations and ratings). Evidence of valid content is especially
important in the measurement of achievement and adaptive behavior. Whether
experts or those who use the tests examine the content, the judgment about a
test’s validity requires a clear definition of the domain or universe represented.*

In examining the appropriateness of the items
included in a test, we must ask: Is this an appropriate test question, and does this
test item really measure the domain or construct? Consider the four test items from
a hypothetical primary (kindergarten through grade 2) arithmetic achievement test
presented in Figure 4.2. The first item requires the student to read and add two
single-digit numbers, the sum of which is less than 10. This seems to be an appro-
priate item for an elementary arithmetic achievement test. The second item requires
the student to complete a geometric progression. Although this item is mathemati-
cal, the skills and knowledge required to complete the question correctly are not
taught in any elementary school curriculum by the second grade. Therefore, the
question should be rejected as an invalid item for an arithmetic achievement test
to be used with children from kindergarten through the second grade. The third
item likewise requires the student to read and add two single-digit numbers, the
sum of which is less than 10. However, the question is written in Spanish. Although
the content of the question is suitable (this is an elementary addition problem),
the method of presentation requires language skills that most U.S. students do not
have. Failure to complete the item correctly could be attributed either to the fact
that the child does not know Spanish or to the fact that the child does not know
that 3+2=35. Test givers should conclude that the item is not valid for an arith-
metic test for children who do not read Spanish. The fourth item requires that the
student select the correct form of the Latin verb amare (“to love”). Clearly, this is
an inappropriate item for an arithmetic test and should be rejected as invalid.

Test content must be examined to ascertain if important content
is not included. For example, the validity of any elementary arithmetic test would be
questioned if it included only problems requiring the addition of single-digit num-
bers with a sum less than 10. Educators would reasonably expect an arithmetic

“There are statistical procedures that can be used by test authors to help validate the content validity
of a test. See download.
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FIGURE 4.2

Sample Multiple-Choice
Questions for a Primary
Grade (K-2) Arithmetic

Achievement Test
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|. Three and sixare . 3. ;Cuantos son tres y dos?
a. 4 a. 3
b. 7 b. 4
c.8 c.5
d. 9 d. 6
2. What number follows in this series? 4. llle puer puellas
1,25,625__ a. amo
a. 10 b. amat
b. 12.5 c. amamus
c. 15.625
d. 18.50

test to include a far broader sample of tasks (for example, addition of two- and
three-digit numbers, subtraction, understanding of the process of addition, and so
forth). An incomplete assessment results in an incomplete and invalid appraisal.

How we assess content directly influences the results of
assessment. For example, when students are tested to determine if they know the sum
of two single-digit numbers, their knowledge can be evaluated in a variety of ways.
Children might be required to recognize the correct answer in a multiple-choice
array, supply the correct answer, demonstrate the addition process with manipula-
tives, apply the proper addition facts in a word problem, or write an explanation
of the process they followed in solving the problem.

This aspect of validity is currently being hotly debated by those favoring con-
structed responses such as extended answers, performances, or demonstrations.
Current theory and research methods as they apply to trait or ability congruence
under different methods of measurement are still emerging. Much of the current
methodology grew out of Campbell and Fiske’s (1959) early work and is beyond
the scope of this text. However, there is an emerging consensus that the methods
used to assess student knowledge or ability should closely parallel those used in
instruction.

Criterion-related validity refers to the extent to which a person’s performance
on a criterion measure can be estimated from that person’s performance on
the assessment procedure being validated. This prediction is usually expressed
as a correlation between the assessment procedure (for example, a test) and the
criterion. The correlation coefficient is termed a validity coefficient. Two types of
criterion-related validity are commonly described: concurrent validity and predic-
tive validity. These terms denote the time at which a person’s performance on the
criterion measure is obtained.

Concurrent criterion-related validity refers to
how accurately a person’s current performance (for example, test score) estimates
that person’s performance on the criterion measure at the same time.

A basic concurrent criterion-related validity question is: Does a person’s per-
formance measured with a new or experimental test allow the accurate estimation
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of that person’s performance on a criterion measure that has been widely accepted
as valid? For example, if the Acme Ruler Company manufactures yardsticks,
how do we know that a person’s height, as measured by an Acme yardstick, is
that person’s true height? How do we know that the “Acme foot” is really a foot?
The logical criterion measure is “the foot” maintained by the National Bureau
of Standards. We can take several things to the bureau and measure them with
both the Acme foot and the standard foot. If the two sets of measurements cor-
respond closely (that is, are highly correlated and have very similar means and
standard deviations), we can conclude that the Acme foot is a valid measure
of length.

Similarly, if we are developing a test of achievement, we can ask: How does
knowledge of a person’s score on our achievement test allow the estimation of that
person’s score on a criterion measure? How do we know that our new test really
measures achievement? Again, the first step is to find a valid criterion measure.
However, there is no National Bureau of Standards for educational tests. Therefore,
we must turn to a less-than-perfect criterion. There are two basic choices: (1) other
achievement tests that are presumed to be valid and (2) judgments of achievement
by teachers, parents, and students. We can, of course, use both tests and judg-
ments. If our new test presents evidence of content validity and elicits test scores
corresponding closely (correlating significantly) to judgments and scores from
other achievement tests that are presumed to be valid, we can conclude that there
is evidence for our new test’s criterion-related validity.

Predictive criterion-related validity refers to
how accurately a person’s current performance (for example, test score) estimates
that person’s performance on the criterion measure at a later time. Thus, concur-
rent and predictive criterion-related validity refer to the temporal sequence by
which a person’s performance on some criterion measure is estimated on the basis
of that person’s current assessment; concurrent and predictive validity differ in
the time at which scores on the criterion measure are obtained.

Suppose Acme Ruler Company decides to diversify and manufacture tests
of color vision. How do we know that a diagnosis of colorblindness made on
the basis of the Acme test is accurate? How do we know that an Acme-based
diagnosis will correspond to next month’s diagnosis made by an ophthalmolo-
gist? We can test several children with the Acme test, schedule appointments with
an ophthalmologist, and compare the Acme-based diagnoses with the ophthal-
mologist’s diagnoses. If the Acme test accurately predicts the ophthalmologist’s
diagnoses, we can conclude that the Acme test is a valid measure of color vision.
Similarly, if we are developing a test to assess reading readiness, we can ask: Does
knowledge of a student’s score on our reading readiness test allow an accurate
estimation of the student’s actual readiness for subsequent instruction? How do
we know that our test really assesses reading readiness? Again, the first step is
to find a valid criterion measure. In this case, the student’s initial progress in
reading can be used. Reading progress can be assessed by a reading achievement
test (presumed to be valid) or by teacher judgments of reading ability or reading
readiness at the time reading instruction is actually begun. If our reading readi-
ness test has content validity and corresponds closely with either later teacher
judgments of readiness or validly assessed reading skill, we can conclude that ours
is a valid test of reading readiness.
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Construct validity refers to the extent to which a procedure or test measures a
theoretical trait or characteristic. Construct validity is especially important for
measures of process, such as intelligence or scientific inquiry. To provide evidence
of construct validity, a test author must rely on indirect evidence and inference.
The definition of the construct and the theory from which the construct is derived
allow us to make certain predictions that can be confirmed or disconfirmed. In
a real sense, we do not validate inferences from tests or other assessment proce-
dures; rather, we conduct experiments to demonstrate that the inferences are not
valid. The continued inability to disconfirm the inferences in effect validates the
inferences.

For example, intellectual ability is generally believed to be developmental.
We could hypothesize that if we were to conduct an investigation, intelligence
test scores would be correlated with chronological age. If we found that a test
of intelligence did not correlate with chronological age, this finding would cast
serious doubt on the test as a measure of intelligence. (The experiment would
disconfirm the test as a measure of intelligence.) However, the presence of a sub-
stantial correlation between chronological age and scores on the test does not
confirm that the test is a measure of intelligence.” Gradually, the test developer
accumulates evidence that the test continues to act in the way that it would if it
were a valid measure of the construct. As the research evidence accumulates, the
developer can make a stronger claim to construct validity.

Factors Affecting General Validity

Whenever an assessment procedure fails to measure what it purports to measure,
validity is threatened. Consequently, any factor that results in measuring “some-
thing else” affects validity. Both unsystematic error (unreliability) and systematic
error (bias) threaten validity.

Reliability sets the upper limit of a test’s validity, so reliability is a necessary but
not a sufficient condition for valid measurement. Thus, all valid tests are reliable,
unreliable tests are not valid, and reliable tests may or may not be valid. The valid-
ity of a particular procedure can never exceed the reliability of that procedure
because unreliable procedures measure error; valid procedures measure the traits
they are designed to measure.

Several systematic biases can limit a test’s validity. The following are among the
most common.

SMany test authors systematically ensure that their tests will be correlated with age by requiring that
each item correlate positively with age or grade and passing. Also, in addition to intelligence, many
other abilities correlate with chronological age—for example, achievement, perceptual abilities, and
language skills.
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Students’ tested performance can be affected by the way
in which they are tested. Skills can be assessed in a variety of ways (for example,
by demonstration, description, and explanation). Each of the different ways could
yield somewhat different assessments of student achievement.

Enabling behaviors and knowledge are skills and facts that a
person must rely on to demonstrate a target behavior or knowledge. For exam-
ple, to demonstrate knowledge of causes of the American Civil War on an essay
examination, a student must be able to write. The student cannot produce the
targeted behavior (the written answer) without the enabling behavior (writing).
Similarly, knowledge of the language of assessment is crucial. Many of the abuses
in assessment are directly attributable to examiners’ failures in this area. For
example, intelligence testing in English of non-English-speaking children at one
time was sufficiently commonplace that a group of parents brought suit against a
school district (Diana v. State Board of Education, 1970). Students who are deaf
are routinely given the Performance subtests of the Wechsler Adult Intelligence
Scales (Baumgardner, 1993) even though they cannot hear the directions.
Children with communication disorders are often required to respond orally to
test questions. Such obvious limitations in or absences of enabling behaviors are
frequently overlooked in testing situations, even though they invalidate the test’s
inferences for these students.

Test items should work the same way for various
groups of students. Jensen (1980) discussed several empirical ways to assess
item effectiveness for different groups of test takers. First, we should expect that
the relative difficulty of items is maintained across different groups. For example,
the most difficult item for males should also be the most difficult item for females,
the easiest item for whites should be the easiest item for nonwhites, and so forth.
We should also expect that reliabilities and validities will be the same for all
groups of test takers.

The most likely explanation for items having differential effectiveness for
different groups of people is differential exposure to test content. Test items may
not work in the same ways for students who experience different acculturation
or different academic instruction. For example, standardized achievement tests
presume that the students who are taking the tests have been exposed to similar
curricula. If teachers have not taught the content being tested, that content will
be more difficult for their students (and inferences about the students’ ability to
profit from instruction will probably be incorrect).

Unlessatestisadministered according to the standardized procedures, the inferences
based on the test are invalid. Suppose Ms. Williams wishes to demonstrate how
effective her teaching is by administering an intelligence test and an achievement
test to her class. She allows the students 5 minutes less than the standardized time
limits on the intelligence test and 5 minutes more on the standardized achievement
test. The result is that the students earn higher achievement test scores (because
they had too much time) and lower intelligence test scores (because they did not
have enough time). The inference that less intelligent students have learned more
than anticipated is not valid.
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Crina

Crina was born in Eastern Europe and spent most of
the first 10 years of her life in an orphanage, where
she looked after younger children. She was adopted
shortly before her 11th birthday by an Ohio family.
The only papers that accompanied Crina to the United
States were her passport, baptismal certificate, and
letter from the orphanage stating that Crina’s parents
were deceased.

Crina’s adoptive parents learned some of Crina’s
language, and Crina tried to learn English in the
months before she was enrolled in the local school
system. When she was enrolled in the local public
school, she was placed in an age-appropriate regular
classroom and received additional support from an
English as a Second Language (ESL) teacher.

Things did not go well. Crina did not adapt to
the school routine, had virtually no understanding
of any content area, and was viewed as essentially
unteachable. She spent most of her school time trying
to help the teacher by neatening up the room, passing
out materials, running errands, and so forth. Within
Crina’s first week in school, her teacher sought
additional help from the ESL teacher, the school
principal, and the school psychologist. Although all
offered suggestions, none of them seemed to work; the
school was unable to find a native speaker of Crina’s
language. Within the first month of school, Crina was
referred to a child study team that in turn referred her
for psychological and educational assessment.

The school psychologist administered the current
Wechsler Intelligence Scale for Children and the
Wechsler Individual Achievement Test, although both
tests are administered in English. Crina did much
better on tests that did not require her to speak or
understand English—for example, block designs. Her
estimated IQ was in the 40s and her achievement was
so low that no derived scores were available.

Given her age and the extent of her needs, the
school team recommended that she be placed in a
life skills class with other moderately retarded stu-
dents. Crina’s mother rejected that placement because
Crina had already mastered most of the life skills she
would be taught there; at the orphanage, she cleaned,

cooked, bathed and tended younger children, and so
forth. In addition, her mother believed more verbal
students than the ones in the life skills class would
be better language models for Crina. Basically, her
mother wanted a program of basic academics that
would be more appropriate—a program in which
Crina could learn to read and write English, learn
basic computational skills, make friends, and become
acculturated.

For reasons that were never entirely clear, the
school refused to compromise and the dispute went
to a due process hearing. The mother obtained an in-
dependent educational evaluation. Her psychologist
assessed Crina’s adaptive behavior; because the test
had limited validity due to Crina’s unique circum-
stances, the psychologist estimated that Crina was
functioning within the average range for a person her
age. Her psychologist also administered a nonverbal
test of intelligence—one that neither required her
to understand verbal directions nor to make verbal
responses. With the same caveats, Crina was again
estimated to be functioning in the average range for a
person her age. To make a long story short, the school
lost; Crina and her parents won.

The Moral. All validity is local. The district followed
its policies for providing the teacher with support, for
providing Crina with support, for convening a mul-
tidisciplinary team, and so forth. The tests adminis-
tered by the school were generally reliable, valid, and
well normed. However, they were not appropriate for
Crina and her unique circumstances. Obviously, she
lacked the language skills, cultural knowledge, and
academic background to be assessed validly by the
tests given by the school. Although the tests given by
the parents’ psychologist were better, they still had to
be considered minimum estimates of her abilities due
to the cultural considerations.

A Happy Ending. Crina learned enough English during
the next several years to develop friendships, to read
and write enough to be gainfully employed, and to
leave school feeling positive about the experience and
her accomplishments.
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Norms

Scores based on the performance of unrepresentative norms lead to incorrect
estimates of relative standing in the general population. To the extent that the
normative sample is systematically unrepresentative of the general population in
either central tendency or variability, the differences based on such scores are
incorrect and invalid.

Responsibility for Valid Assessment

The valid use of assessment procedures is the responsibility of both the author and
the user of the assessment procedure. Test authors are expected to present evidence
for the major types of inferences for which the use of a test is recommended, and a
rationale should be provided to support the particular mix of evidence presented
for the intended uses (AERA et al., 1997, p. 13). Test users are expected to ensure
that the test is appropriate for the specific students being assessed.
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(“APTER COMPRE“ENSION QUESTIONS 4. What is the difference between simple agreement

Write your answers to each of the following questions,
and then compare your responses to the text.

1. Explain the concept of measurement error.

2. What does a reliability coefficient of .75 tell you about
true-score variability and error variability?

3. Compare and contrast item reliability, stability, and
interobserver agreement.
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and point-to-point agreement, and when might you
use each appropriately?

. What is a standard error of measurement?

. Explain the two types of criterion-related validity.

What is construct validity?

. Explain three factors that can affect a test’s validity.
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Using Test Adaptations
and Accommodations

Chapter Goals

Understand four

reasons why you
should be concerned
with test adaptations
and accommodations.

Know two

categorization
schemes for
accommodations,
including one associated
with accommodation
type and one associated
with accommodation
validity.

Be familiar with

universal design and
know how the principles
of universal design can
be applied to promote
accessible testing.

Know

accommodation
guidelines you can
use in making
accommodation
decisions for eligibility
testing.

Know eight factors

to consider when
deciding whether test
changes are necessary
and, if so, which test
changes might be
appropriate.

Know
accommodation
guidelines you
can use in making
accommodation
decisions for
accountability testing.
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Key T_erms
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accommodation presentation
accommodations

native language

limited English proficiency/ accommodations

English language
learners

response accommodations  English language

setting accommodations accommodations

universal design for test translations

assessment

scheduling
accommodations

ALTHOUGH THE USE OF WELL-DESIGNED STANDARDIZED TESTS CAN ENHANCE
assessment decision making, it does not result in optimal measurement for every
student. In fact, for some students, the way that a test is administered under stan-
dardized conditions may actually prohibit their demonstration of true knowledge
and skill. For instance, some standardized test conditions require that students
express their answers orally in English; this can make it difficult for students who
are English language learners (ELLs) to demonstrate their knowledge. Some tests
require that students print their answers in a test booklet; this can make it difficult
for students with motor impairments to demonstrate their knowledge. Clearly,
changes in test conditions may be needed. However, some changes can have a
negative impact on the validity of test scores. Educators must attend to the kinds
of adaptations that can be made without compromising the technical adequacy of
tests. In this chapter, we consider issues associated with adapting tests and provid-
ing accommodations for students with disabilities and those who are ELLs.

Changes in Student Population

The diversity of students attending today’s schools is mind-boggling. When most
people think of diversity, they think of race and ethnicity. Clearly, schools are more
racially and ethnically diverse. However, they are becoming more diverse in other
ways that concern assessment personnel. In large city school systems throughout
the United States, students speak more than 50 different languages and dialects
as their primary language. Diversity of language has created challenges in making
instruction and assessment accessible to all students. Students enter school these
days with a very diverse set of academic background experiences and oppor-
tunities. Within the same classroom, students often vary considerably in their
academic skill development. A clear challenge for all educational professionals is
the design of instruction that will accommodate this vast range in skill develop-
ment and, similarly, the use of assessments that will capture the large range in
student skills.

Since the mid-1970s, considerable attention has been focused on including
all students in neighborhood schools and general education settings. Much atten-
tion has been focused on including students who are considered developmentally,
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physically, or emotionally impaired. As federal and state officials make educa-
tional policies, they are now compelled to make them for all children and youth,
including those with severe disabilities. Also, as policymakers attempt to develop
practices that will result in improved educational results, they rely on data from
district- and state-administered tests. However, relying on assessment data pre-
sents challenges associated with deciding whom to include in the multiple kinds
of assessments and the kinds of changes that can be made to include them.

Although meaningful assessment of the skills of such a diverse student popu-
lation is challenging, it is clear that all students need to be included in large-scale
assessment programs. If students are excluded from large-scale assessments, then
the data on which policy decisions are made represent only part of the school
population. If students are excluded from accountability systems, they may also
be denied access to the general education curriculum. If data are going to be
gathered on all students, then major decisions must be made regarding the kinds
of data to be collected and how tests are to be modified or adapted to include
students with special needs. Historically, there has been widespread exclusion of
students with disabilities from state and national testing (Thompson & Thurlow,
2001; McGrew, Thurlow, Shriner, & Spiegel, 1992). Participation in large-scale
assessments is now recognized by many educators and parents as a critical element
of equal opportunity and access to education. Thurlow and Thompson (2004)
report that all states now require participation of all students. However, many
questions remain about which participation and accommodation strategies are
the best for particular students.

Changes in Educational Standards

Part of major efforts to reform or restructure schools has been a push to specify
high standards for student achievement and an accompanying push to measure
the extent to which students meet those high standards. It is expected that schools
will include students with disabilities and ELLs in assessments, especially assess-
ments completed for accountability purposes.

State education agencies in nearly every state are engaging in critical analyses
of the standards, objectives, outcomes, results, skills, or behaviors that they
want students to demonstrate upon completion of school. Content area profes-
sional agencies, such as the National Council of Teachers of Mathematics and
the National Science Foundation, have developed sets of standards in specific
content areas, such as math, geography, and science. As they do so, they must
decide the extent to which standards should be the same for students with and
without disabilities. In Chapter 22, you will learn about current state efforts to
develop alternate achievement standards and modified achievement standards for
students with disabilities. Development of standards is not enough. Groups that
develop standards must develop ways of assessing the extent to which students
are meeting the standards.

The Need for Accurate Measurement

It is critical that the assessment practices used for gathering information on indi-
vidual students provide accurate information. Without accommodations, testing
runs the risk of being unfair for certain students. Some test formats make it more
difficult for students with disabilities to understand what they are supposed to do
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or what the response requirements are. Because of their disabilities, some students
find it impossible to respond in a way that can be evaluated accurately.

It Is Required by Law

By law, students with disabilities have a right to be included in assessments used
for accountability purposes, and accommodations in testing should be made
to enable them to participate. This legal argument is derived largely from the
Fourteenth Amendment to the U.S. Constitution (which guarantees the right to
equal protection and to due process of law). The Individuals with Disabilities
Education Act (IDEA) guarantees the right to education and to due process. Also,
Section 504 of the Rehabilitation Act of 1973 indicates that it is illegal to exclude
people from participation solely because of a disability.

The Americans with Disabilities Act of 1992 mandates that all individuals must
have access to exams used to provide credentials or licenses. Agencies administer-
ing tests must provide either auxiliary aids or modifications to enable individuals
with disabilities to participate in assessment, and these agencies may not charge
the individual for costs incurred in making special provisions. Adaptations that
may be provided include an architecturally accessible testing site, a distraction-
free space, or an alternative location; test schedule variation or extended time;
the use of a scribe, sign language interpreter, reader, or adaptive equipment; and
modifications of the test presentation or response format.

The 1997 and 2004 IDEA mandate that states include students with disabili-
ties in their statewide assessment systems. The necessary accommodations are to
be provided to enable students to participate. By July 2000, states were to have
available alternate assessments. These are to be used by students who are unable
to participate in the regular assessment even with accommodations. Alternate
assessments are substitute ways of gathering data, often by means of portfolios
or performance measures. The No Child Left Behind Act of 2001 included a
requirement that states report annually on the performance and progress of all
students, and this principle was reiterated in the 2004 reauthorization of IDEA.
Furthermore, results are to be disaggregated by subgroups (for example, those
with limited English proficiency and those with disabilities) when sufficient num-
bers of students within these subgroups are present for the results to be reliable.

Although all of the previously discussed legal requirements are associated with
assessment used for accountability purposes, there are other legal requirements
associated with making test changes when making eligibility decisions. Within
IDEA, there are particular procedures that are to be followed when assessing ELLs
for the purpose of eligibility determination. Section 300.304(c)(1)(i—ii)(a)(2) states,

Assessments and other evaluation materials used [to make special education eli-
gibility decisions] (i) are selected and administered so as not to be discriminatory
on a racial or cultural basis; (ii) are provided and administered in the child’s
native language or other mode of communication and in the form most likely
to yield accurate information on what the child knows and can do academically,
developmentally, and functionally, unless it is clearly not feasible to so provide
or administer.

This principle is echoed in §300.306(b) of IDEA, which forbids a student to
be identified as in need of special educational services if the determining factor is
limited proficiency in English.
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Scenario in Assessment

Amy

Amy is a student with a visual impairment that does
not quite meet the definition of legal blindness. Her
teacher provides her with accommodations during
instruction. For example, Amy’s seat is positioned
in class directly under the large fluorescent light fix-
ture, the spot considered by the teacher to have the
brightest light. On several occasions when Amy has
expressed difficulty seeing, the teacher has provided
her with a special desk lamp that brightens her work
surface. The teacher tries to arrange the daily sched-
ule so that work that requires lots of vision (for exam-
ple, reading) occurs early in the day. In doing so, her
teacher hopes that Amy experiences less eye strain.
Similar accommodations are made in classroom test-
ing, and on the day of the state test the following test-
ing accommodations are provided for Amy:

She is tested in an individual setting, where
extra bright light shines directly on her test
materials.

The test is administered on three separate
mornings rather than over an entire day. This
helps minimize her eye strain.

The test is administered with frequent breaks
because of fatigue to eyes created by extra bright
light and intense strain at deciphering text.

The teacher uses a copy machine to enlarge the
print on pages requiring reading.

A scribe records Amy’s responses to avoid
extra time and eye strain trying to find the
appropriate location for a response and to give
the response.

However, it is important to note that if the goal of assessment is to ascer-
tain a student’s current level of functioning in English, and for the purpose of
accountability for students’ English language skill development, then it would be
appropriate to test the student in English.

In this chapter, we first describe the concept of universal design that can be
applied to improve assessment for all students as well as reduce (but certainly
not eliminate) the need for making challenging decisions about accommodation
use. Next, we describe many factors that may contribute to a student’s need for
accommodations, as well as accommodations that may address those needs.
Finally, we offer recommendations for making accommodation decisions.

As you read this chapter, remember that the major objective of assessment is
to benefit students. Assessment can do so either by enabling us to develop inter-
ventions that help a child achieve the objectives of schooling or by informing
local, state, and national policy decisions that benefit all students, including those
with diverse needs.

The Importance of Promoting Test Accessibility

The extent to which test adaptations and accommodations are needed depends
in part on the way in which an assessment program is designed. When test
development involves careful consideration of the unique needs of all students
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who may eventually participate, less “after-the-fact” changes in test conditions
will be needed. Application of the principles of universal design can improve
accessibility, such that appropriate testing for all students is promoted.

Concept of Universal Design

Universal design is a concept that was first applied in architectural design.
Wheelchair ramps and curb cuts are features that were determined to be helpful
when architects considered the many unique needs of individuals with disabilities
while designing buildings and their surrounding areas.

The Center for Universal Design has provided the following definition and
seven principles of universal design:

Universal design is the design of products and environments to be usable by all people,
to the greatest extent possible, without the need for adaptation or specialized design.
Seven Principles of Universal Design
Equitable use: The design is useful and marketable to people with diverse

abilities.
Flexibility in use: The design accommodates a wide range of individual
preferences and abilities.

Simple and intuitive: Use of the design is easy to understand, regardless of the
user’s experience, knowledge, language skills, or current concentration level.

Perceptible information: The design communicates necessary information
effectively to the user, regardless of ambient conditions or the user’s
sensory abilities.

Tolerance for error: The design minimizes hazards and the adverse
consequences of accidental or unintended actions.

Low physical effort: The design can be used efficiently and comfortably
and with a minimum of fatigue.

Size and space for approach and use: Appropriate size and space is
provided for approach, reach, manipulation, and use regardless of user’s
body size, posture, or mobility.

From http://www.design.ncsu.edu/cud/about_ud/udprinciplestxt.htm. Reprinted
by permission of the Center for Universal Design.

Applying Universal Design in Test Development and Use

Following a review of the principles put forth by the Center for Universal Design,
the National Center on Educational Outcomes identified several elements of uni-
versal design that could be incorporated in the design of large-scale assessment pro-
grams (Thompson, Johnstone, & Thurlow, 2002). These include the following:

. Inclusive assessment population

. Precisely defined constructs

. Accessible, nonbiased items

. Amenable to accommodations

. Simple, clear, and intuitive instructions and procedures

. Maximum readability and comprehensibility

N N L AW e

. Maximum legibility
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According to IDEA 2004, states must incorporate the principles of universal
design in the development of their assessment programs.

Universal Design Applications Promote Better Testing for All

Although universal design stems from a desire to address the unique needs of par-
ticular individuals, it often improves assessment for many other students too. Just
as wheelchair ramps can be extremely helpful to those of us who opt to use rolling
carts to lug our many materials into buildings, universally designed assessment
programs can facilitate better test measurement for a variety of students. For
example, when test directions are simplified, this has the potential to promote
better understanding by students both with and without special needs. When the
legibility of items is improved, all students can exert fewer cognitive resources on
deciphering item content and more resources on the specific processes or skills
that the test is intended to measure.

Although application of universal design can reduce the need for accommo-
dations among some students, it is not likely to eliminate the need for changes to
address other unique student needs. In the following section, we describe factors
that should be considered when determining whether an adaptation or accom-
modation might be needed.

Six factors can impede getting an accurate picture of students’ abilities and skills
during assessment: (1) the students’ ability to understand assessment stimuli,
(2) the students’ ability to respond to assessment stimuli, (3) the nature of the
norm group, (4) the appropriateness of the level of the items (sufficient basal
and ceiling items), (5) the students’ exposure to the curriculum being tested
(opportunity to learn), and (6) the nature of the testing environment. It is also
important to take into consideration cultural and linguistic differences when
thinking about students’ individual accommodation needs.

Ability to Understand Assessment Stimuli

Assessments are considered unfair if the test stimuli are in a format that, because
of a disability, the student does not understand. For example, tests in print are
considered unfair for students with severe visual impairments. Tests with oral
directions are considered unfair for students with hearing impairments. In fact,
because the law requires that students be assessed in their primary language and
because the primary language of many deaf students is not English, written assess-
ments in English are considered unfair and invalid for many deaf students. When
students cannot understand test stimuli because of a sensory or mental limitation
that is unrelated to what the test is targeted to measure, accurate measurement of
the targeted skills is hindered by the sensory or mental limitation. Such a test is
invalid, and failure to provide an accommodation is illegal.

Ability to Respond to Assessment Stimuli

Tests typically require students to produce a response. For example, intelligence tests
require verbal, motor (pointing or arranging), or written (including multiple-choice)
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responses. To the extent that physical or sensory limitations inhibit accurate respond-
ing, these test results are invalid. For example, some students with cerebral palsy
may lack sufficient motor ability to arrange blocks. Others may have sufficient
motor ability but have such slowed responses that timed tests are inappropriate
estimates of their abilities. Yet others may be able to respond quickly but expend so
much energy that they cannot sustain their efforts throughout the test. Not only are
test results invalid in such instances but also the use of such test results is proscribed
by federal law.

Normative Comparisons

Norm-referenced tests are standardized on groups of individuals, and the per-
formance of the person assessed is compared with the performance of the norm
group. To the extent that the test was administered to the student differently
than the way it was administered to the norm group, you must be very care-
ful in interpreting the results. Adaptations of measures require changing either
stimulus presentation or response requirements. The adaptation may make the
test items easier or more difficult, and it may change the construct being mea-
sured. Although qualitative or criterion-referenced interpretations of such test
performances are often acceptable, norm-referenced comparisons can be flawed.
Standards for Educational and Psychological Testing (American Educational
Research Association, American Psychological Association, & National Council
on Measurement in Education, 1999) specifies that when tests are adapted, it is
important that there is validity evidence for the change that is made. Otherwise,
it is important to describe the change when reporting the score and to use caution
in score interpretation.

Appropriateness of the Level of the Items

Tests are often developed for students who are in specific age ranges or who have
a particular range of skills. They can sometimes seem inappropriate for students
who are either very high or very low functioning compared to their age-mates.
Assessors are tempted to give out-of-level tests when an age-appropriate test con-
tains either an insufficient number of easy items or not enough easy items for the
student being assessed. Of course, when out-of-level tests are given and norm-
referenced interpretations are made, the students are compared with a group of
students who differ from them. We have no idea how same-age or same-grade
students would perform on the given test. Out-of-level testing may be appropri-
ate to identify a student’s current level of educational performance or to evaluate
the effectiveness of instruction with a student who is instructed out of grade level.
It is inappropriate for accountability purposes.

Exposure to the Curriculum Being Tested (Opportunity to Learn)

One of the issues of fairness raised by the general public is the administration of
tests that contain material that students have not had an opportunity to learn.
This same issue applies to the making of accommodation decisions. Students with
sensory impairments have not had an opportunity to learn the content of test
items that use verbal or auditory stimuli. Students receiving special education ser-
vices who have not had adequate access to the general education curriculum have
not had the same opportunity to master the general education curriculum.
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To the extent that students have not had an opportunity to learn the content
of the test (that is, they were absent when the content was taught, the content is
not taught in the schools in which they were present, or the content was taught
in ways that were not effective for the students), they probably will not perform
well on the test. Their performance will reflect more a lack of opportunity to learn
than limited skill and ability.

Environmental Considerations

Students should be tested in settings in which they can demonstrate maximal
performance. If students cannot easily gain access to a testing setting, this may
diminish their performance. Tests should always be given in settings that students
with disabilities can access with ease. The settings should also be quiet enough
to minimize distractibility. Also, because fatigue is an issue, tests should be given
in multiple short sessions (broken up with breaks) so students do not become
overly tired.

Cultural Considerations

Many students with limited English proficiency come from cultures that are very
different from the public culture of the United States. As a result, whenever a
test relies on a student’s cultural knowledge to test some area of achievement or
aptitude, the test will necessarily be invalid because it will also test the student’s
knowledge of U.S. culture.

In some cultures, children are expected to speak minimally to adults or author-
ity figures; elaboration or extensive verbal output may be viewed as disrespect-
ful. In some cultures, answering questions may be viewed as self-aggrandizing,
competitive, and immodest. These cultural values work against students in most
testing situations. Male—female relations are also subject to cultural differences.
Female students may be hesitant to speak to male teachers; male students (and
their fathers) may not view female teachers as authority figures. Children may
be hesitant to speak to adults from other cultures, and testers may be reluctant
to encourage or say “no” to children whose culture is unfamiliar. Children new
to the United States may have been traumatized by civil strife and therefore be
wary of or frightened by strangers. It may therefore be difficult for an examiner
to establish rapport with a student who has limited English proficiency. Some
evidence suggests that children do better with examiners of the same race and
cultural background (Fuchs & Fuchs, 1989).

Immigrant students and their families may have little experience with the
types of testing done in U.S. schools. Consequently, these students may lack test-
taking skills. Finally, doing well on tests may not be as valued within the first
cultures of immigrant students.

Whereas some students from different cultural backgrounds may be relatively
quick to assimilate with U.S. culture, other students may not. There are a variety
of factors that may play a role in determining how quickly such students become
familiar and integrated within U.S. culture. Some are immigrants or children of
immigrants who have come to the United States seeking a better life. Others are
fleeing repressive governments in their nation of origin. Some have plans to remain
in the United States, whereas others are in the country just temporarily. Some have
a large network of individuals nearby who speak their native language, whereas
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others do not. All of these factors may play a role in the student’s motivation
and need to be knowledgeable of U.S. culture, which may in turn relate to his or
her performance on tests in the United States. As a result, merely knowing the
student’s time of arrival in the United States may not be enough to help gauge
whether he or she is familiar enough with U.S. culture; these other factors need to
be taken into consideration.

Linguistic Considerations

The overwhelming majority of classroom and commercially prepared tests are
administered in English. Students who do not speak or read English cannot access
the content and respond to these tests. Although a student with limited English
proficiency may speak some English, knowing enough English for some social
conversation is not the same as knowing enough English for instruction or for
the nuances of highly abstract concepts that may be included as a part of testing.
To assess students’ knowledge, skills, or abilities, students must have sufficient
fluency in the language of the test. Although this proposition is logical and quite
easy to say, the difficult part is in the doing. It is particularly challenging given
the many different languages and language programs that are used in U.S. schools
today, as well as the differences in rates of English language acquisition among
students with different background characteristics.

“Bilingual” implies equal proficiency in two languages. Nevertheless, young
children must learn which language to use with specific people. For example,
they may be able to switch between English and Spanish with their siblings,
speak only Spanish with their grandparents, and use only English with their
older sister’s husband, who still has not learned Spanish. Although children
can switch between languages, sometimes in midsentence, they are seldom truly
bilingual.

When students grow up in a home in which two languages are spoken, they
are seldom equally competent or comfortable in using both languages, regard-
less of the context or situation. These students tend to prefer one language
or the other for specific situations or contexts. For example, Spanish may be
spoken at home and in the neighborhood, whereas English is spoken at school.
Moreover, when two languages are spoken in the home, the family may develop
a hybrid language borrowing a little from each. For example, in Spanish caro
means “dear,” and car in English means “automobile.” In some bilingual homes
(and communities), caro comes to mean “automobile.” These speakers may
not be speaking “proper” Spanish or English, although they have no problem
communicating.

These factors enormously complicate the testing of bilingual students. Some
bilingual students may understand academic questions better in English, but the
language in which they answer can vary. If the content was learned in English,
they may be better able to answer in English. However, if the answer calls for a
logical explanation or an integration of information, they may be better able to
answer in their other language. Finally, it cannot be emphasized strongly enough
that language dominance is not the same as language competence for testing
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purposes. Because a student knows more Spanish than English does not mean
that the student knows enough Spanish to be tested in that language.

It is critical to distinguish between social/interpersonal uses of language and
cognitive/academic uses. Students learning English as a second language usually
need at least 2 years to develop social and interpersonal communication skills.
However, they require 5 or 6 years to develop language sufficient for cogni-
tive and academic proficiency (Cummins, 1984). Thus, after even 3 or 4 years
of schooling, students who demonstrate few problems with English usage in
social situations still probably lack sufficient language competence to be tested
in English.

At least three factors can affect the time required for students to attain cogni-
tive and academic sufficiency in English.

1. Age: Young children are programmed to learn language. At approximately
12 to 14 years of age, learning another language becomes much more
difficult. Thus, all things being equal, one should expect younger students to
acquire English faster than older students.

2. Immersion in English: The more contexts in which English is used, the faster
will be its acquisition. Thus, a student’s learning of English as a second
language will depend in part on the language the parents speak at home. If
the native language is spoken at home, progress in English will be slower. This
creates a dilemma for parents who want their children to learn (or remember)
their first language and also learn English.

3. Similarity to English: Languages can vary along several dimensions. The
phonology may be different. The 44 speech sounds of English may be
the same as or different from the speech sounds of other languages. For
example, Xhosa (an African language) has three different click sounds,
whereas English has none. English lacks the sound equivalent of the
Spanish 7, the Portuguese -nh, and the Italian -gn. The orthography may be
different. English uses the Latin alphabet. Other languages may use different
alphabets (for example, Cyrillic) or no alphabet (Mandarin). English does
not use diacritical marks; whereas other languages do. The letter-sound
correspondences may be different. The letter 5 is silent in Spanish but
pronounced as an English 7 in one Brazilian dialect. The grammar may be
different. Whereas English tends to be noun dominated, other languages
tend to be verb dominated. Word order varies. Adjectives precede nouns in
English, but they follow nouns in Spanish. The more language features the
second language has in common with the first language, the easier it is to
learn the second language.

There are certainly many things to take into consideration when determin-
ing whether a test change is needed for a particular student, and what the most
appropriate test change might be. Now that you have had an opportunity to con-
sider many unique characteristics of students that may make it difficult for them
to demonstrate knowledge through testing, we will consider changes that have
the potential to make tests more accessible to individual children with unique
needs.
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A student uses a computer
magnifier to read books and
an augmentative keyboard
to write.
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An accommodation is any change in testing materials or procedures that enables
students to participate in assessments so that their abilities with respect to what is
intended to be measured can be more accurately assessed. There are four general
types of accommodations:

Il Presentation (for example, repeat directions, read aloud)
1 Response (for example, mark answers in book, point to answers)
1 Setting (for example, study carrel, separate room, special lighting)

B Timing/schedule (for example, extended time, frequent breaks, multiple days)
In addition, ELL accommodations are sometimes categorized as follows:

m English language (for example, simplifying the English language in the
stem of an item, providing a customized English dictionary that includes
definitions for difficult words on the test)

B Native language (for example, providing a side-by-side test translation,
providing directions in the student’s native language)

m Other (for example, extended time, small group testing)

Concern about accommodation applies to individually administered and
large-scale testing. The concerns are legal (Is an individual sufficiently disabled to
require taking an accommodated test?), technical (To what extent can we adapt
measures and still have technically adequate tests?), and political (Is it fair to give
accommodations to some students, yet deny them to others?).
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FIGURE 5.1
Categories of Testing Accom-
modations

Chapter 5 " Using Test Adaptations and Accommodations

It is important to recognize that the appropriateness of an accommodation will
depend on the skills targeted for measurement, as well as the types of decisions that
are intended to be made. Although it may initially appear to you that it is easy to
determine exactly which accommodations allow for better measurement of targeted
skills and fair and appropriate assessment, people actually tend to disagree on which
accommodations maintain the validity of tests, making it a more complicated issue.
Based on input from a variety of stakeholders (that is, teachers, state assessment
directors, and researchers), one test publisher has created a framework for accommo-
dations and classified common accommodations into one of three categories: accom-
modations that have no impact on test validity, accommodations that may affect
validity, and accommodations that are known to affect validity (CTB/McGraw-Hill,
2004). Extended descriptions of these categories, as well as accommodations that are
considered to fit within these categories, are provided in Figure 5.1.

Category 1 The accommodations listed in category 1 are not expected to influence student perfor-
mance in a way that alters the interpretation of either criterion- or norm-referenced test scores.
Individual student scores obtained using category 1 accommodations should be interpreted in
the same way as the scores of other students who take the test under default conditions. These
students’ scores may be included in summaries of results without notation of accommodation(s).

Presentation

Use visual magnifying equipment

Use a large-print edition of the test

Use audio amplification equipment

Use markers to maintain place

Have directions read aloud

Use a tape recording of directions

Have directions presented through sign language

Use directions that have been marked with highlighting

Response

Mark responses in test booklet

Mark responses on large-print answer document

For selected-response items, indicate responses to a scribe

Record responses on audio tape (except for constructed-response writing tests)
For selected-response items, use sign language to indicate response

Use a computer, typewriter, Braille writer, or other machine (for example, communication
board) to respond

Use template to maintain place for responding
Indicate response with other communication devices (for example, speech synthesizer)

Use a spelling checker except with a test for which spelling will be scored

Setting

Take the test alone orin a study carrel
Take the test with a small group or different class
Take the test at home or in a care facility (for example, hospital), with supervision
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Use adaptive furniture
Use special lighting and/or acoustics

Timing/scheduling
Take more breaks that do not result in extra time or opportunity to study informationin a
test already begun

Have flexible scheduling (for example, time of day and days between sessions) that
does not result in extra time or opportunity to study information in a test already begun

ELL specific
Spelling aids, such as spelling dictionaries (without definitions) and spell/grammar

checkers, provided for a test for which spelling and grammar conventions will not be scored

Computer-based written response mode for constructed response items other than for a
writing test. For a writing test, computer writing aids are disabled (for example, grammar
and spelling checks) that interfere with what is to be scored

Computer-based testing with glossary without content-related definitions

Bilingual word list, customized dictionaries (word-to-word translations), and glossary
provided for words that are not content related

Format clarification of test
Directions clarified
Directions explained/clarified in English
Directions explained/clarified in native language
Both oral and written directions in English provided
Both oral and written directions in native language provided
Directions translated into native language, including audiotaped directions

Category 2 Category 2 accommodations may have an effect on student performance that should
be considered when interpreting individual criterion- and norm-referenced test scores. In the
absence of research demonstrating otherwise, scores and any consequences or decisions asso-
ciated with them should be interpreted in light of the accommodation(s) used.

Presentation
Have stimulus material, questions, and/or answer choices read aloud, except for a
reading test

Use a tape recorder for stimulus material, questions, and/or answer choices, except for
a reading test

Have stimulus material, questions, and/or answer choices presented through sign
language, except for a reading test

Communication devices (for example, text talk converter), except for a reading test

Use a calculator or arithmetic tables, except for a mathematics computation test
Response

Use graph paper to align work

For constructed-response items, indicate responses to a scribe, except for a writing test
Timing/scheduling

Use extra time for any timed test

Take more breaks that result in extra time for any timed test

(continued)
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(Figure 5.1 continued)

Extend the timed section of a test over more than one day, even if extra time does not result
Have flexible scheduling that results in extra time

ELL specific

Test items read aloud in linguistically clarified* English on a test other than a reading test
Testitems read aloud in native language on a test other than a reading test

Test items read aloud in English on a test other than a reading test

Audiotaped test items provided in English on a test other than a reading test

Test that is linguistically clarified in English for words not related to content on nonreading
(for example, words defined or explained) in English

Oral response in English using a scribe for tests other than a writing test**
Written response in native language translated into English for tests other than a writing test**

Audiotaped test items provided in native language version provided for content other
than reading and writing test

Side-by-side bilingual test or translated version provided for content other than reading
and writing tests

* Linguistic clarifications are developed and provided by test publisher, not by test administrator.
**These may be appropriate, but not feasible, for most ELL students.

Category 3 Category 3 accommodations change what is being measured and are likely to have
an effect that alters the interpretation of individual criterion- and norm-referenced scores. This
occurs when the accommodation is strongly related to the knowledge, skill, or ability being mea-
sured (for example, having a reading comprehension testread aloud). Inthe absence of research
demonstrating otherwise, criterion- and norm-referenced test scores and any consequences or
decisions associated with them should be interpreted not only in light of the accommodation(s)
used but also in light of how the accommodation(s) may alter what is measured.

Presentation

Use Braille or other tactile form of print

On a reading (decoding) test, have stimulus material, questions, and/or answer choices
presented through sign language

On a reading (decoding) test, use a text-talk converter, where the reader is required to
construct meaning and decode words from text

On a reading (decoding) test, use a tape recording of stimulus material, questions, and/or
answer choices

Have directions, stimulus material, questions, and/or answer choices paraphrased
For a mathematics computation test, use of a calculator or arithmetic tables
Use a dictionary, where language conventions are assessed

Response

For a constructed-response writing test, indicate responses to a scribe

Spelling aids, such as spelling dictionaries (without definitions) and spell/grammar
checkers, provided for a test for which spelling and grammar conventions will be scored

Use a dictionary to look up words on a writing test

From Guidelines for Inclusive Test Administration 2005, p. 8. Copyright © 2004 by CTB/McGraw-Hill
LLC. Reproduced with permission of The McGraw-Hill Companies, Inc.
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Research continues to be conducted on accommodations to refine and pro-
vide justification for how these accommodations are assigned to the various
validity categories. We emphasize throughout this book the importance of con-
sidering test purpose and the decisions that assessment is intended to inform
when deciding what assessment tools to use. Deciding whether a particular
accommodation is appropriate for testing is no different. When deciding on
accommodation appropriateness, careful attention must be paid to what the
test is intended to measure and what decisions are intended to be made with
the results.

Progress is rapid in designing and validating test accommodations. You are
advised to visit the website for the National Center on Educational Outcomes
(http://cehd.umn.edu/nceo) to read the latest research and publications on state
and national practice in testing accommodations.

There are major debates about the kinds of accommodations that should be
permitted in testing. There are also major arguments about the extent to which
accommodations in testing destroy the technical adequacy of tests. We first
provide recommendations for making accommodation decisions on tests that are
commonly used to make decisions about individuals (for example, eligibility and
instructional planning for exceptional children). Then, we provide recommenda-
tions for making accommodation decisions on tests that are typically administered
at the group level and used for accountability purposes.

The issues in making accommodation decisions extend to more than screening
and accountability. In fact, they play a major role in decisions about exceptionality,
special need, eligibility, and instructional planning. We think there are some rea-
sonable guidelines for best practice in making decisions about individuals, and we
offer associated guidelines here.

Hﬂ— Students with Disabilities

m Conduct all assessments in the student’s primary language or mode of
communication. The mode of communication is that normally used by the
person (such as sign language, Braille, or oral communication). Loeding and
Crittenden (1993, p. 19) note that for students who are deaf, the primary
communication mode is either a visual-spatial, natural sign language
used by members of the American Deaf Community called American Sign
Language (ASL) or a manually coded form of English, such as Signed English,
Pidgin Sign English, Seeing Essential English, Signing Exact English, or
Sign-Supported Speech/English. Therefore, they argue, “traditional paper-
and-pencil tests are inaccessible, invalid, and inappropriate to the deaf
student because the tests are written in English only.”

B Make accommodations in format when the purpose of testing is not
substantially impaired. It should be demonstrated that the accommodations
assist the individual in responding but do not provide content assistance (for
example, a scribe should record the response of the person being tested—not


http://cehd.umn.edu/nceo

Chapter 5 " Using Test Adaptations and Accommodations

interpret what the person says, include his or her additional knowledge, and
then record a response). Personal assistants who are provided during testing,
such as readers, scribes, and interpreters, should be trained in how to provide
associated accommodations to ensure proper administration.

Make normative comparisons only with groups whose membership includes
students with background sets of experiences and opportunities like those of
the students being tested.

Students with Limited English Proficiency

Lack of progress in learning English is the most common reason students with
limited English proficiency are referred to ascertain eligibility for special edu-
cation (Figueroa, 1990). It seems that most teachers do not understand that it
usually takes several years to acquire sufficient fluency to be fully functional
academically and cognitively in English. The fundamental principle when assess-
ing students with limited English proficiency is to ensure that the assessment
materials and procedures used actually assess students’ target knowledge, skill,
or ability, and that it is not influenced by their inability (or limited ability) to
understand and use English. Three basic approaches have been used to assess
students whose English is sufficiently limited to make eligibility testing in English
inappropriate: using nonverbal tests, testing in the student’s native language, and
not testing at all. The strengths and weaknesses of each of these approaches are
discussed.

Several nonverbal tests are available for testing intelligence. This type of test
is believed to reduce the effects of language and culture on the assessment of
intellectual abilities. Nonverbal tests do not, however, completely eliminate
the effects of language and culture. Some tests involve oral directions, but
the remaining aspects of the test do not require students to comprehend or
express their responses in a particular language. Some tests (for example, the
Comprehensive Test of Nonverbal Intelligence) allow testers to use either oral
or pantomime directions. A few tests are exclusively nonverbal (for example, the
Leiter International Performance Scale) and do not require language for direc-
tions or responses.

Because students’ skills in language comprehension usually precede their
skills in language production, performance tests with oral directions might be
useful with some students. However, the testers should have objective evidence
that a student sufficiently comprehends academic language for the test to be valid,
and such evidence is generally not available. Tests that do not rely on oral direc-
tions or responses are more useful because they do not make any assumptions
about students’ language competence. However, other validity issues cloud the
use of performance tests in the schools. For example, the nature of the tasks on
nonverbal intelligence tests is usually less related to success in school than are the
tasks on verbal intelligence tests.

Moreover, some cultural considerations are beyond the scope of directions
and responses. For example, the very nature of testing may be more familiar in
U.S. culture than in the cultures of other countries. When students are familiar



Recommendations for Making Accommodation Decisions During Eligibility Testing 89

with the testing process, they are likely to perform better. As another example,
students from other cultures may respond differently to adults in authority, and
these differences may alter estimates of their ability derived from tests. Thus,
although performance and nonverbal tests may be a better option than verbal
tests administered in English, they are not without problems.

There are several ways to test students using directions and materials in their
native language. Commercial tests may have been developed in the student’s
native language. If such tests are not available, testers may locate a foreign-
language version of the test. If foreign-language versions are not available, testers
may be able to translate a test from English to the student’s native language,
either on their own or through use of an interpreter.

Several tests are currently available in language
versions other than English—most frequently, Spanish. These tests run the gamut
from those that are translated to those that are renormed and those that are refor-
matted for another language and culture. The difference among these approaches
is significant.

When tests are only translated, we can assume that the child understands the
directions and the questions. However, the questions may be of different difficulty
in U.S. culture and the English language for two reasons. First, the difficulty of
the vocabulary can vary from language to language. For example, reading cat in
English is different from reading gato in Spanish. Cat is a three-letter, one-syllable
word containing two of the first three letters of the English alphabet; gato is
a four-letter, two-syllable word with the first, seventh, fifteenth, and twentieth
letters of the alphabet. The frequency of cat in each language is likely different, as
is the popularity of cats as house pets.

The second reason that translated questions may be of different difficulty is
that the difficulty of the content can vary from culture to culture because children
from different cultures have not had the same opportunity to learn the informa-
tion. For example, suppose we asked Spanish-speaking students from Venezuela,
Cuba, and California who attended school in the United States to identify Simén
Bolivar, Ernesto “Che” Guevara, and César Chdvez. We could speculate that the
three groups of students would probably identify the three men with different
degrees of accuracy. The students from California would be most likely to recog-
nize Chdvez as an American labor organizer but less frequently recognize Bolivar
and Guevara. Students from Venezuela would likely recognize Bolivar as a libera-
tor of South America more often than would students from Cuba and the United
States. Students from Cuba would be more likely to recognize Guevara as a revo-
lutionary than would students from the other two countries. Thus, the difficulty
of test content is embedded in culture.

Also, when tests are translated, we cannot assume that the psychological
demands made by test items remain the same. For example, an intelligence
test might ask a child to define peach. A child from equatorial South America
may never have eaten, seen, or heard of a peach, whereas U.S. students are
quite likely to have seen and eaten peaches. For U.S. students, the psychologi-
cal demand of identifying a peach is to recall the biological class and essential
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characteristics of something they have experienced. For South American chil-
dren, the item measures their knowledge of an exotic fruit. For U.S. children,
the test would measure intelligence; for South American children, the test would
measure achievement.

Some of the problems associated with a simple translation of a test can be
circumvented if the test is renormed on the target population and items are reor-
dered in terms of their translated difficulties. For example, to use the Wechsler
Intelligence Scale for Children, fourth edition, effectively with Spanish-speaking
Puerto Ricans, the test could be normed on a representative sample of Spanish-
speaking Puerto Rican students. Based on the performance of the new norma-
tive sample, the items could be reordered as necessary. However, renorming and
reordering do not reproduce the psychological demands made by test items in
English.

Given
the problems associated with translations, tests developed in the student’s lan-
guage and culture are clearly preferable to those that are not. For example,
suppose one wished to develop a version of the Wechsler Intelligence Scale for
Children para los Nifios de Cuba. Test items could be developed within the
Cuban American culture according to the general framework of the Wechsler
scale. Specific items might or might not be the same. The new test would then
need to be validated. For example, factor-analytic studies could be undertaken
to ascertain whether the same four factors underlie the new test (that is, ver-
bal comprehension, perceptual organization, freedom from distractibility, and
processing speed).

Although they may be preferable, culture- and language-specific tests are not
economically justifiable for test publishers except in the case of the very largest
minorities—for example, Spanish-speaking students with much U.S. accultura-
tion. The cost of standardizing a test is sizable, and the market for intelligence tests
in, for example, Hmong, llocano, or Gujarathi is far too small to offset the devel-
opment costs. Even if such tests were made, they would require someone familiar
with the language to administer to students. For Spanish-speaking students, many
publishers offer both English and Spanish versions. Some of these are translations,
others are adaptations, and still others are independent tests. Test users must be
careful to assess the appropriateness of the Spanish version to make sure that it is
culturally appropriate for the test taker.

If the tester is fluent in the student’s native language or if a quali-
fied interpreter is available, it is possible (although undesirable) to administer tests
that are interpreted for a student with limited English proficiency. Interpretations
can occur on an as-needed basis. For example, the tester can translate or interpret
directions or test content and answer questions in the student’s native language.
Although interpretation is an appealing, simple approach, it presents numerous
problems. In addition to the problems associated with the commercial availability
of translations, the accuracy of the interpretation is unknown.

Not all educational decisions and not all assessments require testing. For students
with limited English proficiency from a variety of cultures, testing for the purpose
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of determining eligibility is usually a bad idea. However, the school cannot over-
look the possibility that students with limited English proficiency are really handi-
capped beyond their English abilities.

Determination of disability can be made without psychological or
educational testing. The determination of sensory or physical disability can be
readily made with the use of interpreters. Students or their parents need little
proficiency in English for professionals to determine if a student has a traumatic
brain injury, other health impairments, or orthopedic, visual, or auditory dis-
abilities. Disabilities based on impaired social function (such as emotional dis-
turbance and autism) can be identified through direct observation of a student
or interviews with family members (using interpreters if necessary), teachers,
and so forth.

The appraisal of intellectual ability is required to identify students with men-
tal retardation. When students have moderate to severe forms of mental retarda-
tion, it may be possible to determine that they have limited intellectual ability
without ever testing. For example, direct observation may reveal that a student
has not acquired language (either English or the native language), communicates
only by pointing and making grunting noises, is not toilet trained, and engages
in inappropriate play whether judged by standards of the primary culture or by
standards of U.S. culture. The student’s parents may recognize that the student is
much slower than their other children and would be judged to have mental retar-
dation in their native culture. In this case, parents may want special educational
services for their child. In such a situation, identification would not be impeded
by the student’s (or parents’) lack of English. However, students with mild mental
retardation do not demonstrate such pronounced developmental delays; rather,
their disability is relative and not easily separated from their limited proficiency
in English.

The identification of students with specific learning disabilities seems par-
ticularly difficult. IDEA 2004 requires that various conditions be considered
indicative of a specific learning disability only if the student has been “pro-
vided with learning experiences and instruction appropriate for the child’s age
or state-approved grade-level standards” and that the condition is not a result
of cultural disadvantage. Clearly, these conditions can rarely be met for stu-
dents with limited English proficiency, especially when the students are also
culturally diverse and have only attended U.S. public schools for a short period
of time.

Finally, limited English proficiency should not be considered a speech or
language impairment. Although it is quite possible for a student with limited
English to have a speech or language impairment, that impairment would
also be present in the student’s native language. Speakers of the student’s
native language, such as the student’s parents, could verify the presence of
stuttering, impaired articulation, or voice impairments; the identification
of a language disorder would require a fluent speaker of the child’s native
language.

When it is not possible to determine whether a student has a disability, stu-
dents with limited English proficiency who are experiencing academic difficulties
still need to have services besides special education available. Districts should have
programs in English as a second language that could continue to help students
after they have acquired social communication skills.
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Many other accommodation recommendations can be implemented when collect-
ing assessment data to make decisions about groups of students, specifically for
the purpose of making accountability decisions. It is important to note that most
states include language in their laws or regulations specifying the content areas
for which students with limited English proficiency can be tested in a different
language, as well as the number of years following enrollment in a U.S. public
school during which they can take accountability tests in an alternate language.
Students with limited English proficiency are typically required to take an annual
test of their English language proficiency. These test results are used to determine
whether they (as a group) are making progress in English language development
and to hold schools accountable for providing effective English language devel-
opment programs for those students who need them. Clearly, providing a native
language accommodation on such tests would be highly inappropriate.

Thurlow, Elliott, and Ysseldyke (2003) suggest the following recommenda-
tions about accommodation decision making for the purpose of accountability:

1 States and districts should have written guidelines for the use of
accommodations in large-scale assessments used for accountability purposes.

1 Decisions about accommodations should be made by one or more persons
who know the student, including the student’s strengths and weaknesses.

m Decision makers should consider the student’s learning characteristics and the
accommodations currently used during classroom instruction and classroom
testing.

B The student’s category of disability or program setting should not influence
the decision.

1 The goal is to ensure that accommodations have been used by the student
prior to their use in an assessment—generally, in the classroom during
instruction and in classroom testing situations. New accommodations should
not be introduced for the district- or statewide assessment.

1 The decision is made systematically, using a form that lists questions to answer or
variables to consider in making the accommodation decision. Ideally, classroom
data on the effects of accommodations are part of the information entered into
decisions. Decisions and the reasons for them should be noted on the form.

M Decisions about accommodations should be documented on the student’s
individualized educational program.

B Parents should be involved in the decision by either participating in the decision-
making process or being given the analysis of the need for accommodations and
by signing the form that indicates accommodations that are to be used.!

B Accommodation decisions made to address individual student needs should
be reconsidered at least once a year, given that student needs are likely to
change over time.

'Adapted from Thurlow, Elliott, and Ysseldyke (2003), pp. 46—47, with permission.
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Scenario in Assessment

Patricia

Patricia is an eighth-grade student who moved to the
United States from Mexico City 5 years ago. While
in Mexico City, she attended a grade school from the
time that she was 5 years old until she was 9 years
old, when she moved to the United States. When she
arrived in the United States, she was offered ser-
vices through a sheltered English program. Because
she had developed many academic skills in Spanish
during her time in Mexico City, the team involved
in making decisions about how she would partici-
pate in the statewide assessment program decided
that it would be most appropriate for her to have
a side-by-side English/Spanish version of the math
test. The following year, she had made substantial
progress in developing her English skills, particularly
her conversational skills. Although she had received
her math instruction primarily in English over the

course of the year, she was still having trouble under-
standing some English words associated with aca-
demic concepts. Therefore, the team decided to alter
her accommodation slightly and offer her a custom-
ized dictionary that provided English definitions
for some of the more difficult words presented on
the test. After 2 years, she had made great gains in
her English language development. Thus, the team
decided it would be possible for her to participate
using the English language test version in isola-
tion, but extended time was offered to her because
it sometimes took her slightly more time to process
language in her still relatively new language of Eng-
lish. This year, she is very skilled in comprehending
the English language, and the team has agreed that it
is best for her to participate in the large-scale math
test with no accommodations.

CHAPTER COMPREHENSION QUESTIONS

Write your answers to each of the following questions,
and then compare your responses to the text or the study
guide.

1.

What are four reasons why you should be concerned
with test adaptations and accommodations?

. How can the principles of universal design be applied

to promote accessible testing for all students?

. Describe at least six factors to be considered when

deciding whether test changes are necessary and
what test changes may be appropriate.

4. Describe two schemes for categorizing
accommodations, and provide examples of
accommodations that might fit each category within
those categorization schemes.

5. What are some accommodation guidelines to use in
making eligibility decisions?

6. What are some accommodation guidelines to use in
making accountability decisions?
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e aevelop e Ol d e c d
never been static, and its improvement
has seldom been merely incremental.
Scientific positivism was embraced by the
mental-testing (such as intelligence tests)
movement, and objective (scientific) tests
gained widespread acceptance during the
first half of the twentieth century. By the 1960s,
however, experience with the use of norm-
referenced, objectively scored tests suggested
that they had a variety of technical shortcomings.
A subsequent flurry of activity produced norm-
referenced tests with greater reliability and
substantially better norms. Nonetheless, educators
frequently used these tests in inappropriate ways
(for example, to plan and evaluate instruction).

As educators learned that these tests could
not be used effectively to facilitate many classroom
decisions, other assessment procedures were
developed. Thus systematic observation procedures,
so successful in experimental psychology, were
adopted for classroom use. Similarly, there was
renewed interest in the development of teacher
made tests. Although systematic observation
and teachermade tests were widely accepted
and effectively used, many educators were still
dissatisfied with the perceived limitations of these
assessment techniques. During the late 1970s
and 1980s, interest grew in assessing instruction
and what went on in the classroom (rather than
student abilities and skills). By the early 1990s,
more subjective and qualitative approaches to
assessment were advocated and tried.

Educational assessment may appear to have
come full circle, but educators have gotten off at

O elre PO . U OdaVy elre O Ol'tage
of opinions about how classroom assessments
ought to be conducted. Some educators still rely
on norm-referenced achievement tests to plan

and evaluate instruction; some rely on systematic
observation; some rely on teachermade tests

and curriculum-based assessment; some rely

on subjective and qualitative judgments to

assess classroom learning; and some rely on a
combination of approaches.

In Part 2 of this text, we discuss the
approaches most likely to be used by classroom
teachers. We do not consider these approaches to
be informal or unstandardized. They are frequently
formal: Students know that they are being
assessed and that the assessments count for
something. They are also frequently standardized:
Students receive the same directions and tasks,
and their responses are frequently scored using
the same criteria. These approaches to assessment
are used most frequently by classroom teachers,
but we recognize that some specialists (such as
school psychologists and speech and language
therapists) may also use these approaches.

Part 2 begins with Chapter 6, on observation,
which provides a general overview of basic
considerations and good practice. Chapter 7
provides an overview of objective and performance
measures constructed by teachers. Chapter 8
gives you a set of steps and procedures for
preparing for and managing mandated tests,
monitoring progress, and interpreting data. The
chapter concludes with a description of the lowa
problem-solving model used in the Heartland Area
Education Agency.
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Assessing Behavior Through
Observation

Chapter Goals

Understand the

general consider
ations in conducting
the conditions of
observation, defining
behaviors to be
observed, behavioral
topographies and
functions, and
measurable character
istics of behavior.

qualitative observation
quantitative observation
aided observation

obtrusive observations

Understand that

observations require
careful sampling of
contexts, times, and
behaviors.

unobtrusive observations
contrived observations
naturalistic observations

topography of behavior

Understand

that conducting
systematic observations
requires careful
preparation, precise data
gathering, procedures
for summarizing
data, and criteria for
evaluating the observed
performances.

function of behavior
duration
latency

frequency
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amplitude whole-interval sampling social comparison
behavioral contexts partial-interval sampling social tolerance
continuous recording momentary time sampling  aimline

General Considerations

TEACHERS ARE CONSTANTLY MONITORING THEMSELVES AND THEIR STUDENTS.
Sometimes they are just keeping an eye on things to make sure that their class-
rooms are safe and goal oriented, to anticipate disruptive or dangerous situations,
or just to keep track of how things are going in a general sense. Often, teachers
notice behavior or situations that seem important and require their attention:
The fire alarm has sounded, Harvey has a knife, Betty is asleep, Jo is wandering
around the classroom, and so forth. In other situations, often as a result of their
general monitoring, teachers look for very specific behavior to observe: social
behavior that should be reinforced, attention to task, performance of particular
skills, and so forth.

Systematic observations are also used to inform placement and instructional
decisions. When assessment does not rely on permanent products (that is, written
examinations and physical creations such as a table in shop or a dinner in home
economics), observation is usually involved. Clearly, social behavior, learning
behavior (for example, attention to task), and aberrant behavior (for example,
hand flapping) are all suitable targets of systematic observation. Obviously,
behavior can be an integral part of assessing physical and mental states, physical
characteristics, and educational handicaps as well as monitoring student progress
and attainment.

There are two basic approaches to observation: qualitative and quantitative.
Qualitative observations can describe behavior as well as its contexts (that is,
antecedents and consequences). These observations usually occur without pre-
determining the behaviors to be observed or the times and contexts in which to
observe. Instead, an observer monitors the situation and memorializes the obser-
vations in a narrative, the most common form being anecdotal records. Good
anecdotal records contain a complete description of the behavior and the context
in which it occurred and can set the stage for more focused and precise quantita-
tive observations.

We stress behavioral observation, a quantitative approach to observation.
Measuring behavior through observation is distinguished by five steps that occur
in advance of the actual observations: (1) The behavior is defined precisely and
objectively, (2) the characteristics of the behavior (for example, frequency) are
specified, (3) procedures for recording are developed, (4) the times and places for
observation are selected and specified, and (5) procedures are developed to assess
interobserver agreement. Beyond these defining characteristics, behavioral obser-
vations can vary on a number of dimensions.
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Chapter 6 ' Assessing Behavior Through Observation

Zack, Part 1

Ms. Lawson notices that during sustained silent reading ~ to keep an eye on him and to document his behavior
time Zack seems to be walking around the room a lot ~ before developing a more systematic intervention.
and disturbing students who are reading. When she She notes the context, antecedents, consequences,
tells him to return to his seat, he always does, but he  and specifics of Zack’s behavior. Figure 6.1 contains
does not seem to remain there for long. She decides  the first 3 days of relevant notes.

FIGURE 6.1

Observations of Zack’s Behavior

Day:

Context:

Antecedents:

Behavior:

Consequences:

Day:
Context:

Antecedents:

Behavior:

Consequences:

Note:

Day:
Context:
Antecedents:

Behavior:

Consequences:

Note:

Monday

Sustained Silent Reading—all students in own seats. Zack was on task for activities other than
independent seat work.

| tell class to take out their novels and begin reading where they had left off on Friday.
Zack takes out his novel, but does not open it. He fidgets a minute or two and then gets out of
seat, wanders around the room, talks to Cindy and Marie.

Girls initially ignore Zack, then tell to go away, Zack giggles, and | scold him and tell him to return
to his seat. Zack is falling behind in reading.

Tuesday
Science Activity Center—students working on time unit.

Students are asked to write up their observations from their measurement experiments
independently.

Zack requires help to find his lab book. After writing a few words, he gets up to sharpen his pencil
but ends up strolling around the room.Again talks to Cindy and Marie.

Girls complain that Zack is bothering them again, Zack says he was just asking them about
the project. | tell him to get back to work or he will get a time out. Zack is falling behind
in science.

Zack was on task for activities other than independent seat work.

Wednesday
Sustained Silent Reading—all students in own seats.
| tell class to take out their novels and begin reading where they had left off on Monday.

Zack puts his head down on the open pages of his novel. After about 5 minutes, he gets up and
wanders around again.

Time out. Zack is far behind peers in completing his novel.

Zack was again on task for activities other than independent seat work.
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Live or Aided Observation

Quantitative analysis of behavior can occur in real time or after the behavior has
occurred by means of devices such as video or audio recorders that can replay,
slow down, or speed up records of behavior. Observation can be enhanced with
equipment (for example, a telescope), or it can occur with only the observer’s
unaided senses.

Obtrusive Versus Unobtrusive Observation

Observations are called obtrusive when it is obvious to the person being observed
that he or she is being observed. The presence of an observer makes observation obvi-
ous; for example, the presence of a practicum supervisor in the back of the classroom
makes it obvious to student teachers that they are being observed. The presence of
observation equipment makes it obvious; for example, a video camera with a red
light lit makes it obvious that observation is occurring. Something added to a situa-
tion can signal that someone is observing. For example, a dark, late-model, four-door
sedan idling on the side of the road with a radar gun protruding from the driver’s
window makes it obvious to approaching motorists that they are being observed, or
a flickering light and noise coming from behind a mirror in a testing room indicate to
test takers that there is someone or something watching from behind the mirror.

When observations are unobtrusive, the people being observed do not realize
they are being watched. Observers may pretend that they are not observing or
observe from hidden positions. They may use telescopes to watch from afar. They
may use hidden cameras and microphones.

Unobtrusive observations are preferable for two reasons. First, people are
reluctant to engage in certain types of behavior if another person is looking. Thus,
when antisocial, offensive, or illegal behaviors are targeted for assessment, obser-
vation should be conducted surreptitiously. Behavior of these types tends not to
occur if they are overtly monitored. For example, Billy is unlikely to steal Bob’s
lunch money when the teacher is looking, and Rodney is unlikely to spray-paint
gang graffiti on the front doors of the school when other students are present.

Likewise, if people are being observed, they are reluctant to engage in highly
personal behaviors in which they must expose private body parts. In these instances,
the observer should obtain the permission of the person or the person’s guardian
before conducting such observations. Moreover, a same-sex observer who does
not know the person being observed (and whom the person being observed does
not know) should conduct the observations.

The second reason that unobtrusive observations are preferable is that the
presence of an observer alters the observation situation. Observation can change
the behavior of those in the observation situation. For example, when a princi-
pal sits in the back of a probationary teacher’s classroom to conduct an annual
evaluation, both the teacher’s and the students’ behavior may be affected by the
principal’s presence. Students may be better behaved or respond more enthusiasti-
cally in the mistaken belief that the principal is there to watch them. The teacher
may write on the chalkboard more frequently or give more positive reinforcement
than usual in the belief that the principal values those techniques. Observation can
also eliminate other types of behavior. For example, retail stores may mount circuit
TV cameras and video monitors in obvious places to let potential thieves know
that they are being watched constantly and to try to discourage shoplifting.
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When the target behavior is not antisocial, offensive, highly personal, or unde-
sirable, obtrusive observation may be used provided the persons being observed
have been desensitized to the observers and/or equipment. It is fortunate that most
people quickly become accustomed to observers in their daily environment—
especially if observers make themselves part of the surroundings by avoiding
eye contact, not engaging in social interactions, remaining quiet and not moving
around, and so on. Observation and recording can become part of the everyday
classroom routine. In any event, obtrusive observation should not begin until the
persons to be observed are desensitized and are acting in their usual ways.

=

Contrived Versus Naturalistic Observation

Contrived observations occur when a situation is set up before a student is intro-
duced into it. For example, a playroom may be set up witho9 cessaithoncourage
aggressive play (such as guns or punching-bag dolls) or withoitemsssaithpromote
other types of behavior. A child may be given a book and told to go into the room
and read or may simply be told to wait in the room. Other adults or children in
the situation may be confederates of the observer and may be instructed to behave
in particular ways. For example, an older child may be told not to share 9 ceswitho
the child who is the target of the observation, or an adult may be told to initiate
a conversation on a specific topic witho%he target child.

In contrast, naturalistic observations occur in settings saithare not contrived.
For example, specific tocesare not added to or removed from a playroom; the
furniture iesarranged as it always iesarranged.

=

Defining Behavior

Behavior is usually defined in terms of its topography, its function, and its char-
acteristics. The function saitha behavior serves in the environment is not directly
observable, whereas the characteristics and topography of behavior can be mea-
sured directly.

Behavioral topography refers to the wayha behavior is performed. For example,
suppose the behavior of interest is holding a poncil to write and wesare interested
in Patty’s topography for saithbehavior. The topography is readily observable:
Patty holds the pencil itha 45-degree angle to the paper, graspedhbetween her
thumb and index finger; she supports the pencil withoher middle finger; and so
forth. Paul’s topography for holding a poncil is quite different. Paul holds the pen-
cil between his great toe and second toe so saiththe point of the poncil is toward
the sole of his foot, and so forth.

The function of a behavior is the reason a person behaves as he or she does or
the purpose the behavior serves. Obviously, the reason for a behavior cannot be
observed; it can only be inferred. Sometimes, a person may offer an explanation
of a behavior’s function—for example, “I was screaming to make him stop.” We
can accepththe explanation of the behavior’s function if it is consistent witho%he
circumstances, or we can rejecththe explanation of the function when it is not



General Considerations 101

consistent with the circumstances or is unreasonable. Other times, we can infer a
behavior’s function from its consequences. For example, Johnny stands screaming
at the rear door of his house until his mother opens the door; then he runs into
the back yard and stops screaming. We might infer that the function of Johnny’s
screaming is to have the door opened. Behavior typically serves one or more of
five functions: (1) social attention/communication; (2) access to tangibles or pre-
ferred activities; (3) escape, delay, reduction, or avoidance of aversive tasks or
activities; (4) escape or avoidance of other individuals; and (5) internal stimula-
tion (Carr, 1994).

Measurable Characteristics of Behavior

The measurement of behavior, whether individual behavior or a category of behav-
ior, is based on four characteristics: duration, latency, frequency, and amplitude.
These characteristics can be measured directly (Shapiro & Kratochwill, 2000).

Behaviors that have discrete beginnings and endings may be assessed in terms of
their duration—that is, the length of time a behavior lasts. The duration of a behav-
ior is usually standardized in two ways: average duration and total duration. For
example, in computing average duration, suppose that Janice is out of her seat four
times during a 30-minute activity, and the durations of the episodes are 1 minute,
3 minutes, 7 minutes, and 5 minutes. In this example, the average duration is
4 minutes—that is, (143 + 7+ 5)/4. To compute Janice’s total duration, we add
1+ 3+ 7435 to conclude that she was out of her seat a total of 16 minutes. Often,
total duration is expressed as a rate by dividing the total occurrence by the length
of an observation. This proportion of duration is often called the “prevalence of the
behavior.” In the preceding example, Janice’s prevalence is .53 (that is, 16/30).

Latency refers to the length of time between a signal to perform and the beginning
of the behavior. For example, a teacher might ask students to take out their books.
Sam’s latency for that task is the length of time between the teacher’s request and
Sam’s placing his book on his desk. For latency to be assessed, the behavior must
have a discrete beginning.

For behaviors with discrete beginnings and endings, we often count frequency—
that is, the number of times the behaviors occur. When behavior is counted during
variable time periods, frequencies are usually converted to rates. Using rate of
behavior allows observers to compare the occurrence of behavior across different
time periods and settings. For example, three episodes of out-of-seat behavior in
15 minutes may be converted to a rate of 12 per hour.

Alberto and Troutman (20035) suggest that frequency should not be used under
two conditions: (1) when the behavior occurs at such a high rate that it cannot be
counted accurately (for example, many stereotypic behaviors, such as foot tapping,
can occur almost constantly) and (2) when the behavior occurs over a prolonged
period of time (for example, cooperative play during a game of Monopoly).
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Amplitude

Amplitude refers to the intensity of the behavior. In many settings, amplitude can be
measured precisely (for example, with noise meters). However, in the classroom, it
is usually estimated with less precision. For example, amplitude can be estimated
using a rating scale that calibrates the amplitude of the behavior (for example,
crying might be scaled as “whimpering,” “sobbing,” “crying,” and “screaming”).
Amplitude may also be calibrated in terms of its objective or subjective impact on
others. For example, the objective impact of hitting might be scaled as “without
apparent physical damage,” “resulting in bruising,” and “causing bleeding.” More
subjective behavior ratings estimate the internal impact on others; for example,
a student’s humming could be scaled as “does not disturb others,” “disturbs stu-
dents seated nearby,” or “disturbs students in the adjoining classroom.”

Selecting the Characteristic to Measure

The behavioral characteristic to be assessed should make sense; we should assess
the most relevant aspect of behavior in a particular situation. For example, if
Burl is wandering around the classroom during the reading period, observing the
duration of that behavior makes more sense than observing the frequency, latency,
or amplitude of the behavior. If Camilla’s teacher is concerned about her loud
utterances, amplitude may be the most salient characteristic to observe. If Molly
is always slow to follow directions, observing her latency makes more sense than
assessing the frequency or amplitude of her behavior. For most behaviors, how-
ever, frequency and duration are the characteristics measured.

As with any assessment procedure, we can assess the entire domain if it is finite
and convenient. If it is not, we can sample from the domain. Important dimension
for sampling behavior include the contexts in which the behaviors occur, the times
at which the behaviors occur, and the behaviors themselves.

Contexts

When specific behaviors become the targets of intervention, it is useful to measure
the behavior in a variety of contexts. Usually, the sampling of contexts is purpose-
ful rather than random. We might want to know, for example, how Jesse’s behavior
in the resource room differs from his behavior in the general education classroom.
Consistent or inconsistent performance across settings and contexts can provide
useful information about what events might set the occasion for the behavior.
Differences between the settings in which a behavior does and does not occur can
provide potentially useful hypotheses about setting events (that is, environmental
events that set the occasion for the performance of an action) and discriminative
stimuli (that is, stimuli that are consistently present when a behavior is reinforced
and that come to bring out behavior even in the absence of the original reinforcer).!

'Discriminative stimuli are not conditioned stimuli in the Pavlovian sense that they elicit reflexive
behavior. Discriminative stimuli provide a signal to the individual to engage in a particular behavior
because that behavior has been reinforced in the presence of that signal.
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Bringing behavior under the control of a discriminative stimulus is often an effec-
tive way of modifying it. For example, students might be taught to talk quietly (to
use their “inside voice”) when they are in the classroom or hallway.

Similarly, consistent or inconsistent performance across settings and contexts
can provide useful information about how the consequences of a behavior are
affecting that behavior. Some consequences of a behavior maintain, increase, or
decrease behavior. Thus, manipulating the consequences of a behavior can increase
or decrease its occurrence. For example, assume that Joey’s friends usually laugh
and congratulate him when he makes a sexist remark and that Joey is reinforced
by his friends’ behavior. If his friends could be made to stop laughing and con-
gratulating him, Joey would probably make fewer sexist remarks.

Times

With the exception of some criminal acts, few behaviors are noteworthy unless
they happen more than once. Behavioral recurrence over time is termed stabil-
ity or maintenance. In a person’s lifetime, there are almost an infinite number of
times to exhibit a particular behavior. Moreover, it is probably impossible and
certainly unnecessary to observe a person continuously during his or her entire
life. Thus, temporal sampling is always performed, and any single observation is
merely a sample from the person’s behavioral domain.

Time sampling always requires the establishment of blocks of time, termed
observation sessions, in which observations will be made. A session might consist
of a continuous period of time (for example, one school day). More often, sessions
are discontinuous blocks of time (for example, every Monday for a semester or
during daily reading time).

Observers can record behavior continuously within sessions. They count each
occurrence of a behavior in the observation session; they can time the duration or
latency of each occurrence within the observation session.

When the observation session is long (for example, when it spans several
days), continuous sampling can be very expensive and is often intrusive. Two
options are commonly used to estimate behavior in very long observation ses-
sions: the use of rating scales to make estimates and time sampling. In the first
option, rating scales are used to estimate one (or more) of the four characteristics
of behavior. Following are some examples of such ratings:

Frequency: A parent might be asked to rate the frequency of a behavior.
How often does Patsy usually pick up her toys—always, frequently, seldom,
never?

Duration: A parent might be asked to rate how long Bernie typically watches TV
each night—more than 3 hours, 2 or 3 hours, 1 or 2 hours, or less than 1 hour?
Latency: A parent might be asked to rate how quickly Marisa usually
responds to requests—immediately, quickly, slowly, or not at all (ignores
requests)?

Amplitude: A parent might be asked to rate how much of a fuss Jessica usually
makes at bedtime—screams, cries, begs to stay up, or goes to bed without fuss?
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In the second observation option, duration and frequency are sampled sys-
tematically during prolonged observation intervals. Three different sampling
plans have been advocated: whole-interval recording, partial-interval recording,
and momentary time sampling.

Continuous observation requires the expenditure of more resources than does
discontinuous observation. Therefore, it is common to observe for a sample of
times within an observation session.

In interval sampling, an observation session is subdivided into intervals dur-
ing which behavior is observed. Usually, observation intervals of equal length
are spaced equally through the session, although the recording and observation
intervals need not be the same length. Three types of interval sampling and scor-
ing are common.

1. In whole-interval sampling, a behavior is scored as having occurred only
when it occurs throughout the entire interval. Thus, it is scored only if it is
occurring when the interval begins and continues through the end of the
interval.

2. Partial-interval sampling is quite similar to whole-interval recording. The
difference between the two procedures is that in partial-interval recording,
an occurrence is scored if it occurs during any part of the interval. Thus, if
a behavior begins before the interval begins and ends within the interval, an
occurrence is scored; if a behavior starts after the beginning of the interval,
an occurrence is scored; if two or more episodes of behavior begin and end
within the interval, one occurrence is scored.

3. Momentary time sampling is the most efficient sampling procedure. An
observation session is subdivided into intervals. If a behavior is occurring at
the last moment of the interval, an occurrence is recorded; if the behavior is
not occurring at the last moment of the interval, a nonoccurrence is recorded.
For example, suppose we observe Robin during her 20-minute reading
period. We first select the interval length (for example, 10 seconds). At the
end of the first 10-second interval, we observe if the behavior is occurring;
at the end of the second 10-second interval, we again observe. We continue
observing until we have observed Robin at the end of the 60th 10-second
interval.

Salvia and Hughes (1990) have summarized a number of studies investigat-
ing the accuracy of these time-sampling procedures. Both whole-interval and
partial-interval sampling procedures provide inaccurate estimates of duration and
frequency.? Momentary time sampling provides an unbiased estimate of the pro-
portion of time that is very accurate when small intervals are used (that is, 10- to
15-second intervals). Continuous recording with shorter observation sessions is
the better method of estimating the frequency of a behavior.

2Suen and Ary (1989) have provided procedures whereby the sampled frequencies can be adjusted to
provide accurate frequency estimates, and the error associated with estimates of prevalence can be
readily determined for each sampling plan.
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Behaviors

Teachers and psychologists may be interested in measurement of a particular
behavior or a constellation of behaviors thought to represent a trait (for example,
cooperation). When an observer views a target behavior as important in and of
itself, only that specific behavior is observed. However, when a specific behavior
is thought to be one element in a constellation of behaviors, other important
behaviors within the constellation must also be observed in order to establish the
content validity of the behavioral constellation. For example, if taking turns on
a slide were viewed as one element of cooperation, we should also observe other
behaviors indicative of cooperation (such as taking turns on other equipment,
following the rules of games, and working with others to attain a common goal).
Each of the behaviors in a behavioral constellation can be treated separately or
aggregated for the purposes of observation and reporting.

Observations are usually conducted on two types of behavior. First, we regu-
larly observe behavior that is desirable and that we are trying to increase. Behavior
of this type includes all academic performances (for example, oral reading or
science knowledge) and prosocial behavior (for example, cooperative behavior
or polite language). Second, we regularly observe behavior that is undesirable
or may indicate a disabling condition. These behaviors are harmful, stereotypic,
inappropriately infrequent, or inappropriate at the times exhibited.

Harmful behavior: Behavior that is self-injurious or physically dangerous to
others is almost always targeted for intervention. Self-injurious behavior includes
such actions as head banging, eye gouging, self-biting or self-hitting, smoking,
and drug abuse. Potentially harmful behavior can include leaning back in a desk
or being careless with reagents in a chemistry experiment. Behaviors harmful

to others are those that directly inflict injury (for example, hitting or stabbing)
or are likely to injure others (for example, pushing other students on stairs

or subway platforms, bullying, or verbally instigating physical altercations).
Unusually aggressive behavior may also be targeted for intervention. Although
most students will display aggressive behavior, some children go far beyond
what can be considered typical or acceptable. These students may be described
as hot-tempered, quick-tempered, or volatile. Overly aggressive behavior may be
physical or verbal. In addition to the possibility of causing physical harm, high
rates of aggressive behavior may isolate the aggressor socially.

Stereotypic behavior: Stereotypic behaviors, or stereotypies (for example,
hand flapping, rocking, and certain verbalizations such as inappropriate
shrieks), are outside the realm of culturally normative behavior. Such
behavior calls attention to students and marks them as abnormal to trained
psychologists or unusual to untrained observers. Stereotypic behaviors are
often targeted for intervention.

Infrequent or absent desirable behavior: Incompletely developed behavior,
especially behavior related to physiological development (for example,
walking), is often targeted for intervention. Intervention usually occurs
when development of these behaviors will enable desirable functional skills
or social acceptance. Shaping is usually used to develop absent behavior,
whereas reinforcement is used to increase the frequency of behavior that is
within a student’s repertoire but exhibited at rates that are too low.
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Normal bebavior exhibited in inappropriate contexts: Many behaviors are
appropriate in very specific contexts but are considered inappropriate or
even abnormal when exhibited in other contexts. Usually, the problems
caused by behavior in inappropriate contexts are attributed to lack of
stimulus control. Behavior that is commonly called “private” falls into
this category; elimination and sexual activity are two examples. The goal
of intervention should be not to get rid of these behaviors but to confine
them to socially appropriate conditions. Behavior that is often called
“disruptive” also falls into this category. For example, running and yelling
are very acceptable and normal when exhibited on the playground; they
are disruptive in a classroom.

A teacher may decide on the basis of logic and experience that a particular
behavior should be modified. For example, harmful behavior should not be toler-
ated in a classroom or school, and behavior that is a prerequisite for learning aca-
demic material must be developed. In other cases, a teacher may seek the advice
of a colleague, supervisor, or parent about the desirability of intervention. For
example, a teacher might not know whether certain behavior is typical of a stu-
dent’s culture. In yet other cases, a teacher might rely on the judgments of students
or adults as to whether a particular behavior is troublesome or distracting for
them. For example, are others bothered when Bob reads problems aloud during
arithmetic tests? To ascertain whether a particular behavior bothers others, teach-
ers can ask students directly, have them rate disturbing or distracting behavior, or
perhaps use sociometric techniques to learn whether a student is being rejected
or isolated because of his or her behavior. The sociometric technique is a method
for evaluating the social acceptance of individual pupils and the social structure
of a group: Students complete a form indicating their choice of companions for
seating, work, or play. Teachers look at the number of times an individual student
is chosen by others. They also look at who chooses whom.

For infrequent prosocial behavior or frequent disturbing behavior, a teacher
may wish to get a better idea of the magnitude and pervasiveness of the problem
before initiating a comprehensive observational analysis. Casual observation can
provide information about the frequency and amplitude of the behavior; carefully
noting the antecedents, consequences, and contexts may provide useful information
about possible interventions if an intervention is warranted. If casual observations
are made, anecdotal records of these casual observations should be maintained.
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Careful preparation is essential to obtaining accurate and valid observational
data that are useful in decision making. Five steps should guide the preparation
for systematic observation:
1. Define target behaviors.

Use definitions that describe behavior in observable terms.

Avoid references to internal processes (for example, understanding or
appreciating).
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Anticipate potentially difficult discriminations and provide examples of
instances and noninstances of the behavior. Include subtle instances of
the target behavior, and use related behaviors and behavior with similar
topographies as noninstances.

State the characteristic of the behavior that will be measured (for example,
frequency or latency).

2. Select contexts. Observe the target behavior systematically in at least three
contexts: the context in which the behavior was noted as troublesome (for
example, in reading instruction), a similar context (for example, in math
instruction), and a dissimilar context (for example, in physical education or
recess).

3. Select an observation schedule.

Choose the session length. In the schools, session length is usually related
to instructional periods or blocks of time within an instructional period
(for example, 15 minutes in the middle of small-group reading instruction).

Decide between continuous and discontinuous observation. The choice

of continuous or discontinuous observation will depend on the resources
available and the specific behaviors that are to be observed. When very
low-frequency behavior or behavior that must be stopped (for example,
physical assaults) is observed, continuous recording is convenient and
efficient. For other behavior, discontinuous observation is usually preferred,
and momentary time sampling is usually the easiest and most accurate

for teachers and psychologists to use. When a discontinuous observation
schedule is used, the observer requires some equipment to signal exactly
when observation is to occur. The most common equipment is a portable
audiocassette player and a tape with pure tones, recorded at the desired
intervals. One student or several students in sequence may be observed. For
example, three students can be observed in a series of 5-second intervals.
An audiotape would signal every 5 seconds. On the first signal, Henry
would be observed; on the second signal, Joyce would be observed; on the
third signal, Bruce would be observed; on the fourth signal, Henry would
be observed again; and so forth.

4. Develop recording procedures. The recording of observations must also be
planned. When a few students are observed for the occurrence of relatively
infrequent behaviors, simple procedures can be used. The behaviors can be
observed continuously and counted using a tally sheet or a wrist counter.
When time sampling is used, observations must be recorded for each time
interval; thus, some type of recording form is required. In the simplest form,
the recording sheet contains identifying information (for example, name
of target student, name of observer, date and time of observation session,
and observation-interval length) and two columns. The first column shows
the time interval, and the second column contains space for the observer
to indicate whether the behavior occurred during each interval. More
complicated recording forms may be used for multiple behaviors and/or
multiple students. When multiple behaviors are observed, they are often given
code numbers. For example, “out of seat” might be coded as 1, “in seat but
off task” might be coded as 2, “in seat and on task” might be coded as 3,
and “no opportunity to observe” might be coded as 4. Such codes should be
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FIGURE 6.2

A Simple Recording Form for
Three Students and Two
Behaviors
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included on the observation record form. Figure 6.2 shows a simple form on
which to record multiple behaviors of students. The observer writes the code
number(s) in the box corresponding to the interval. Complex observational
systems tend to be less accurate than simple ones. Complexity increases as

a function of the number of different behaviors that are assessed and the
number of individuals who are observed. Moreover, both the proportion of
target individuals to total individuals and the proportion of target behaviors
observed to the number of target behaviors to be recorded also have an
impact on accuracy. The surest way to reduce inaccuracies is to keep things
relatively simple.

5. Select the means of observation. The choice of human observers or electronic
recorders will depend on the availability of resources. If electronic recorders
are available and can be used in the desired environments and contexts, they
may be appropriate when continuous observation is warranted. If other
personnel are available, they can be trained to observe and record the target
behaviors accurately. Training should include didactic instruction in defining
the target behavior, the use of time sampling (if it is to be used), and the way in
which to record behavior, as well as practice in using the observation system.

Observer: mt‘ KOI/UA(S’/QZ

Date: 2/15/08
Times of observation: 10:715 to 11:00

Observation interval: 10 8¢c

Instructional activity: Orat ’leading

Students observed: Codes:
Sl = oL(enfu{ Q | = out of seat
2 = in seat but off task
s2= B’luce OL( 3 =in seat, on task
$3 = QOI]C@ 0. 4 = no opportunity to observe
SI S2 S3
|
2
3
4
5
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Training is always continued until the desired level of accuracy is reached.
Observers’ accuracy is evaluated by comparing each observer’s responses

with those of the others or with a criterion rating (usually a previously

scored videotape). Generally, very high agreement is required before anyone
can assume that observers are ready to conduct observations independently.
Ultimately, the decision of how to collect the data should also be based on
efficiency. For example, if it takes longer to desensitize students to an obtrusive
video recorder than it takes to train observers, then human observers are
preferred.

Data Gathering

Observers should prepare a checklist of equipment and materials that will be used
during the observation and assemble everything that is needed, including an extra
supply of recording forms, spare pens or pencils, and something to write on (for
example, a clipboard or tabletop). When electronic recording is used, equipment
should be checked before every observation session to make sure it is in good
working condition, and the observer should bring needed extras (for example,
batteries, signal tapes, and recording tapes). Also, before the observation session,
the observer should check the setting to locate appropriate vantage points for
equipment or furniture. During observation, care should be taken to conduct
the observations as planned. Thus, the observer should make sure that he or she
adheres to the definitions of behavior, the observation schedules, and recording
protocols. Careful preparation can head off trouble.

As with any type of assessment information, two general sources of error can
reduce the accuracy of observation. Random error can result in over- or underes-
timates of behavior. Systematic error can bias the data in a consistent direction—
for example, behavior may be systematically overcounted or undercounted.

Random errors in observation and recording usually affect observer agreement.
Observers may change the criteria for the occurrence of a behavior, they may
forget behavior codes, or they may use the recording forms incorrectly. Because
changes in agreement can signal that something is wrong, the accuracy of obser-
vational data should be checked periodically. The usual procedure is to have two
people observe and record on the same schedule in the same session. The two
records are then compared, and an index of agreement (for example, point-to-
point agreement) is computed. Poor agreement suggests the need for retraining or
for revision of the observation procedures. To alleviate some of these problems,
we can provide periodic retraining and allow observers to keep the definitions
and codes for target behaviors with them. Finally, when observers know that their
accuracy is being systematically checked, they are usually more accurate. Thus,
observers should not be told when they are being observed but to expect their
observations to be checked.

One of the most vexing factors affecting the accuracy of observations is the
incorrect recording of correctly observed behavior. Even when observers have
applied the criterion for the occurrence of a behavior correctly, they may record
their decision incorrectly. For example, if 1 is used to indicate occurrence and 0
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is used to indicate nonoccurrence, the observer might accidentally record 0 for a
behavior that has occurred. Inaccuracy can be attributed to three related factors.

1. Lack of familiarity with the recording system: Observers definitely need

2.

practice in using a recording system when several behaviors or several
students are to be observed. They also need practice when the target
behaviors are difficult to define or when they are difficult to observe.

Insufficient time to record: Sufficient time must be allowed to record the
occurrence of behavior. Problems can arise when using momentary time
sampling if the observation intervals are spaced too closely (for example,

1- or 5-second intervals). Observers who are counting several different
high-frequency behaviors may record inaccurately. Generally, inadequate
opportunities for observers to record can be circumvented by electronic
recording of the observation session; when observers can stop and replay
segments of interest, they essentially have unlimited time to observe and record.

3. Lack of concentration: It may be difficult for observers to remain alert for

long periods of time (for example, 1 hour), especially if the target behavior
occurs infrequently and is difficult to detect. Observers can reduce the

time that they must maintain vigilance by either taking turns with several
observers or recording observation sessions for later evaluation. Similarly,
when it is difficult to maintain vigilance because the observational context
is noisy, busy, or otherwise distracting, electronic recording may be useful in
focusing on target subjects and eliminating ambient noise.

Systematic errors are difficult to detect. To minimize error, four steps can be taken.

1. Guard against unintended changes in the observation process.> When

N

assessment is carried out over extended periods of time, observers may talk to
each other about the definitions that they are using or about how they cope
with difficult discriminations. Consequently, one observer’s departure from
standardized procedures may spread to other observers. When the observers
change together, modifications of the standard procedures and definitions
will not be detected by examining interobserver agreement. Techniques

for reducing changes in observers over time include keeping the scoring
criteria available to observers, meeting with the observers on a regular

basis to discuss difficulties encountered during observation, and providing
periodic retraining. Surprisingly, even recording equipment can change over
time. Audio signal tapes (used to indicate the moment a student should be
observed) may stretch after repeated uses; a 10-second interval may become
an 11-second interval. Similarly, the batteries in playback units can lose
power, and signal tapes may play more slowly. Therefore, equipment should
be cleaned periodically, and signal tapes should be checked for accuracy.

Desensitize students. The introduction of equipment or new adults into a
classroom, as well as changes in teacher routines, can signal to students that
observations are going on. Overt measurement can alter the target behavior

STechnically, general changes in the observation process over time are called instrumentation
problems.



Criteria for Evaluating Observed Performances 111

or the topography of the behavior. Usually, the pupil change is temporary.

For example, when Janey knows that she is being observed, she may be more
accurate, deliberate, or compliant. However, as observation becomes a part of
the daily routine, students’ behavior usually returns to what is typical for them.
This return to typical patterns of behavior functionally defines desensitization.
The data generated from systematic observation should not be used until the
students who are observed are no longer affected by the observation procedures
and equipment or personnel. However, sometimes the change in behavior is
permanent. For example, if a teacher was watching for the extortion of lunch
money, Robbie might wait until no observers were present or might demand
the money in more subtle ways. In such cases, valid data would not be obtained
through overt observation, and either different procedures would have to be
developed or the observation would have to be abandoned.

W

Minimize observer expectancies. Sometimes, what an observer believes

will happen affects what is seen and recorded. For example, if an observer
expects an intervention to increase a behavior, that observer might
unconsciously alter the criteria for evaluating that behavior or might evaluate
approximations of the target behavior as having occurred. The more subtle
or complex the target behavior, the more susceptible it may be to expectation
effects. The easiest way to avoid expectations during observations is for

the observer to be blind to the purpose of the assessment. When video-

or audiotapes are used to record behavior, the order in which they are
evaluated can be randomized so that observers do not know what portion

of an observation is being scored. When it is impossible or impractical to
keep observers blind to the purpose, the importance of accurate observation
should be stressed and such observation rewarded.

4. Motivate observers. Inaccurate observation is sometimes attributed to lack
of motivation on the part of an observer. Motivation can be increased by
providing rewards and feedback, stressing the importance of the observations,
reducing the length of observation sessions, and not allowing observation
sessions to become routine.

Data Summarization

Depending on the particular characteristic of behavior being measured, observa-
tional data may be summarized in different ways. When duration or frequency is
the characteristic of interest, observations are usually summarized as rates (that
is, the prevalence or the number of occurrences per minute or other time interval).
Latency and amplitude should be summarized statistically by the mean and the
standard deviation or by the median and the range. All counts and calculations
should be checked for accuracy.

Criteria for Evaluating Observed Performances

Once accurate observational data have been collected and summarized, they must
be interpreted. Behavior is interpreted in one of two ways. For some behavior, its
presence or absence is compared to an absolute criterion. Behaviors evaluated in
this way include unsafe and harmful behavior, illegal behavior, and so forth.
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FIGURE 6.3
Aimlines for Accelerating
and Decelerating Behavior
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1. Often, we interpret behavior by comparing it to the behavior of others. For
example, knowing that 6-year-old Marie is out of seat 10 percent of the time
during instruction in content areas is not readily interpretable. Behavior rates
can be evaluated in several ways.

2. Normative data may be available for some behavior or, in some cases, data
from behavior rating scales and tests can provide general guidelines.

3. Social comparisons can be made using a peer whose behavior is considered
appropriate. The peer’s rate of behavior is then used as the standard against
which to evaluate the target student’s rate of behavior.

The social tolerance for a behavior can also be used as a criterion. For
example, the degree to which different rates of out-of-seat behavior disturb a
teacher or peers can be assessed. Teachers and peers could be asked to rate how
disturbing is the out-of-seat behavior of students who exhibit different rates of
behavior. In a somewhat different vein, the contagion of the behavior to others
can be a crucial consideration in teacher judgments of unacceptable behavior.
Thus, the effects of different rates of behavior can be assessed to determine
whether there is a threshold above which other students initiate undesirable
behavior.

We also use progress toward objectives or goals as the standard with which
to evaluate behavior. A common and useful procedure is graphing data against an
aimline. As shown in Figure 6.3, an aimline connects a student’s measured behav-
ior at the start of an intervention with the point (called an aim) representing the
terminal behavior and the date by which that behavior should be attained. When
the goal is to accelerate a desirable behavior (Figure 6.3A), student performances
above the aimline are evaluated as good progress. When the goal is to decelerate
an undesirable behavior (Figure 6.3B), student performances below the aimline
are evaluated as good progress. Good progress is progress that meets or exceeds
the desired rate of behavior change.
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Zack, Part 2

Ms. Lawson has previously collected anecdotal infor-
mation that suggests that Zack has a problem stay-
ing on task and in his seat when independent work
is required regardless of the subject matter or time
of day. Before conducting systematic observations
of Zack’s wanderings, Ms. Lawson defines precisely
what she means by wandering. She defines it as
“walking around classroom during seatwork assign-
ments.” She specifically excludes leaving his seat with
her permission. She decides to count the frequency
of both wandering and compliance during seatwork
throughout the day for 4 days—Monday through
Thursday. In addition, to have interpretive data, she
decides to observe two other boys who she considers
generally well behaved but not exceptionally so.

Ms. Lawson decides to record the behavior un-
obtrusively by using a wrist counter and transferring
the frequencies to a chart after the students have left
for the day. Fortunately, she has a student teacher
who can make simultaneous observations in order to

FIGURE 6.4
Comparison of Zack 8
and Peer Wanderings

Frequency

check reliability. However, she must first meet with
the student teacher to discuss the definition of wan-
dering and the procedures used to record behavior.
Because the target behavior was so easy to observe
and the procedures so simple, reliability was not
thought to be a major issue. She would like to de-
termine the function of Zack’s wandering. The likely
functions seemed to be avoidance from an unpleasant
task or social attention, but more information would
be needed to reach a conclusion.

Each day, Ms. Lawson and her student teacher
transferred the frequencies of the number of times
Zack and the two comparison boys wandered the
room. She calculated simple agreement and transferred
her frequencies to the graph shown in Figure 6.4.

The results were as expected. Simple agreement
between Ms. Lawson and her student teacher was
always 100 percent. The boys who were observed for
social comparison seldom wandered, and Zack wan-
dered approximately 20 percent of the time.

Z = Zack’s Frequency
Ps = Average of Peers
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(“APTER COMPRE“ENSION QUESTIONS 3. What characteristics of behavior (for example,

amplitude) can be observed?

Write your answers to each of the following questions, 4. Explain the three ways in which behavior can be
and then compare your responses to the text or the study sampled and identify which is the best way.
guide.

5. What can an observer do to minimize or prevent
1. What five steps should you follow in preparing to errors in observations?

conduct systematic quantitative observations? 6. Explam the four ways in which behavior can be

2. What is the difference between a behavior's interpreted.
topography and function?
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data-driven decision content specificity selection formats
making frequency supply formats
celeration testing formats extended responses

HISTORICALLY, TEACHER-MADE TESTS HAVE NOT BEEN HELD IN HIGH REGARD. FOR
example, some measurement specialists (for example, Thorndike & Hagen, 1978)
cite carefully prepared test items as an advantage of commercially available norm-
referenced achievement tests. By implication, careful preparation of questions
may not be a characteristic of teacher-made tests. In addition, adjectives such as
“informal” or “unstandardized” have been used to describe teacher-made tests.
As a group, however, teacher-made tests cannot be considered informal because
they are not given haphazardly or casually. They cannot be considered unstan-
dardized because students usually receive the same materials and directions, and
the same criteria are usually used in correcting student answers. Although there is
a place for commercially available norm-referenced achievement tests, we think
that their value has been overestimated. Indeed, teacher-made tests can be bet-
ter suited to evaluation of student achievement than are commercially prepared,
norm-referenced achievement tests.

Achievement refers to what has been directly taught and learned by a student.
It is different from attainment (what has been learned anywhere). Teachers are in
the best position to know what has been (or at least should be) taught in their
classrooms. This simple fact stands in sharp contrast to commercially prepared
tests that are not designed to assess achievement within specific curricula (see, for
example, Crocker, Miller, & Franks, 1989) or to meet a specific state’s standards.
Rather, these tests are intentionally constructed to have general applicability so
that they can be used with students in almost any curriculum or broad state stan-
dards. Moreover, it is clear that various curriculum series differ from one another
in the particular educational objectives covered, the performance level expected
of students, and the sequence of objectives; for example, DISTAR mathematics
differs from Scott, Foresman mathematics (Shriner & Salvia, 1988). Even within
the same curriculum series, teachers modify instruction to provide enrichment
or remedial instruction. Thus, two teachers using the same curriculum series and
trying to meet the same state standards may offer different instruction. Although
teachers may not construct tests that match the curriculum and state standards,
they are the only ones capable of knowing precisely what has been taught and
what level of performance is expected from students. Consequently, they are the
only ones who can match testing to instruction.

In addition, teacher-made tests are usually designed to assess what students
are learning or have learned. Commercially prepared, norm-referenced tests are
designed to assess which students know more and which students know less (that
is, to discriminate among test takers on the basis of what they know). Thus, teach-
ers include enough items on their tests to make valid estimates of what students
have learned, whereas developers of norm-referenced tests try to include the
minimum number of test items that allow reliable discrimination. This differ-
ence between teacher-made and commercially prepared tests has two important
consequences. First, because teacher-made tests can include many more items
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(even all of the items of interest), they can be much more sensitive to small but
important changes in student learning. For example, a teacher-made test that
included all of the addition facts could show whether a student has learned nine
addition facts in the past 2 days; norm-referenced tests usually assess all of the
mathematical operations and necessarily have only a few addition problems so
that this level of specificity is not possible to attain with them. Also, teacher-made
tests can show what content requires additional instruction and student practice;
norm-referenced tests cannot. Finally, teacher-made tests can indicate when stu-
dents have mastered an instructional goal so instruction can be provided on new
objectives; norm-referenced tests cannot.

In short, teachers need tests that reflect what they are teaching and are
sensitive to changes in student achievement.! We strongly recommend that the
assessments be objective—that is, based on observable phenomena and minimally
affected by a variety of subjective factors. The use of objective methods is not
merely a matter of personal preference. Federal regulations require that students
with disabilities be evaluated using objective procedures.? This chapter provides a
general overview of objective practices for teachers who develop their own tests
for classroom assessment in the core areas of reading, mathematics, spelling, and
written language.

Fottee 1.
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Teachers regularly set aside time to assess their pupils for a variety of purposes.
Most commonly, they make up tests to ascertain the extent to which their students
have learned or are learning what has been taught or assigned. Student achieve-
ment is the basis on which teachers make decisions about student skill develop-
ment, student progress, instructional problems, and grades. Often, an assessment
can be used for more than one purpose. For example, assessments made to monitor
instruction can be aggregated for use in making summative judgments.

Ascertain Skill Development

A student’s level of skill development is a fundamental consideration in planning
instruction. We want to know what instructional objectives our students have met
in order to decide what things we should be teaching our students. Obviously, if
students have met an instructional objective, we should not waste their time by
continuing to teach what they have already learned. Rather, we should build on
their learning by extending their learning (for example, planning for generaliza-
tion of learning) or moving on to the next objective in the instructional sequence.
Also, students who meet objectives so rapidly that they are being held back by
slower peers can be grouped for enrichment activities or faster-paced instruction;

Teachers assess frequently to detect changes in student achievement. However, frequent testing with
exactly the same test usually produces a practice effect. Unless there are multiple forms for a test,
student learning may be confused with practice effect.

2Note that general educators are often trained in more subjective and holistic approaches, and the difference
in approaches can cause many problems when general and special educators work together to provide an
education for all students in an inclusive classroom.
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slower students can be grouped so that they can learn necessary concepts to the
point of mastery without impeding the progress of their faster-learning peers.

Monitor Instruction

The extent to which any lesson, program, or intervention will be effective with a
specific student within a specific educational context cannot be known a priori.
Although we know what techniques are generally effective with most students,
those techniques may not work as well (or at all) with specific students because
of their unique characteristics, the characteristics of their teachers, or the context
in which the instruction occurs. Teachers can teach and hope that their students
have learned, or they can check throughout the learning process to make sure that
their students are learning correctly and efficiently.

The evidence is overwhelming that learning is much more efficient when
student errors and misunderstandings are caught early and corrected. Catching
student errors early saves time; students then do not have to unlearn incorrect
material before learning the correct information or skill. Catching student errors
early also means that they do not get left behind. Early detection of student errors
is above all humane. Student achievement during instruction can be used to inform
decisions about altering instruction, grouping students, evaluating teaching
performance, and perhaps referring students to other educational specialists for
additional instructional services.

Teachers should not rely on a single test or observation to monitor progress.
It is better to collect data systematically and frequently and then to assemble the
results into a readily interpretable format such as graphs. Thus, progress monitor-
ing involves (1) collecting and analyzing data to ascertain student progress toward
mastery of specific skills or general outcomes and (2) using the data collected to
make instructional decisions—that is, “data-driven decision making.” Progress
can be readily seen when student responses are graphed. When correct responses
are plotted against an aimline,® progress is indicated when student performance is
consistently above the aimline. Figure 7.1 shows an example of satisfactory per-
formance as judged from an aimline graph. When correct responses and errors are
plotted in the same graph, satisfactory performance is indicated in four ways, as
shown in Figure 7.2. Correct responses increase and/or errors decrease. The data
in these two figures indicate clearly that the student is making good progress.

A different way to think about documenting student progress is with
celeration, a word coined to describe the trend of data. Celeration quantifies
the degree of student progress over time. White and Haring (1980) provided a
method of calculating celeration that is still in use. To illustrate, suppose that
a teacher had obtained data on a student’s rate of oral reading each day for 10
consecutive days. The teacher would first need to find the medians for the first
and second half of the days (that is, week 1 and week 2). The smaller median
would be divided by the larger median. If the smaller median occurred in the first
half (week), a multiplication sign (X) is placed before the decimal; if the smaller
median occurred in the second half (week), a division sign (=) is used.

SRecall from Chapter 6 that an aimline connects a student’s measured behavior at the start of an
intervention with the point (called an aim) representing the terminal behavior and the date by which
that behavior should be attained.



FIGURE 7.1
Satisfactory Progress Judged
from an Aimline Graph

FIGURE 7.2

Satisfactory Progress Judged
from a Graph of Correct
Responses and Errors
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Document Instructional Problems

Instructional problems are indicated primarily by a lack of progress toward
instructional goals.* Evidence on the nature and degree of the problem should
be gathered systematically through testing, observation, or analysis of permanent
products such as worksheets. Teachers should not rely on a single test or observa-
tion as documentation of an instructional problem. The better way is to collect
data systematically and frequently. Here, too, it is usually helpful to assemble
the results into graphs, from which lack of progress can be readily seen. When
correct responses are plotted against an aimline, lack of progress is indicated
when student performance is consistently below the aimline. Figure 7.3 shows
an example of poor performance as judged from an aimline graph. When correct
responses and errors are plotted in the same graph, poor performance is indi-
cated in four ways, as shown in Figure 7.4. Correct responses are not increasing
and/or errors are increasing. Teachers can also calculate the celeration of student
performance; + celeration would indicate an instructional problem.

Make Summative Judgments

Summative judgments are categorized into two classes: judgments about general
student attainment and judgments about teaching effectiveness. General student
attainment is generally synonymous with the grade assigned to that student for a
particular marking period. How grades are determined varies considerably from
school district to school district. In some districts, there are districtwide policies

“Instructional problems are also indicated when students must spend inordinate amounts of time outside
the classroom to succeed or when they develop undesirable behaviors that suggest frustration or anxiety.
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FIGURE 7.3
Aimline Graph Showing Lack
of Student Progress

FIGURE 7.4
Graphs Showing Correct
Responses and Errors
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that define each grade (for example, to earn an A students must average 92 percent
or more on all tests). Teachers may differ on how they weight tests (for example,
quizzes may count less than tests). We take no position on what should be included
in a student’s grade. What we do recommend is that the basis of a student’s grade
be carefully explained at the beginning of the year (or marking period) so that all
students know how they will be graded. We also recommend that grades be as
objective as possible so that they avoid any hint of bias or favoritism.

Judgments about teaching effectiveness should be made on the basis of student
achievement. When many students in a classroom fail to learn material, teachers
should suspect that something is wrong with their materials, their techniques,
or some other aspect of instruction. For example, the students may have lacked
prerequisite concepts or skills, or the instruction may be too fast paced or poorly
sequenced. Teachers working with students with special needs are obligated by
law and ethical standards to modify their instruction when it is not working.

Assessments differ along several dimensions: content specificity, frequency, and
response quantification. Different purposes can require different degrees of specific-
ity, different frequency, and different formats.

Content Specificity

By content, we mean simply the domain within which the testing will occur. When
we think of teacher-made tests, we generally think of academic domains such as
reading, arithmetic, spelling, and so forth. However, the domain to be tested can
include supplementary curricula (for example, study skills).
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By specificity, we mean the parts of the domain to be assessed. Any domain can be
divided and subdivided into smaller and more precise chunks of content. For example,
in reading we are unlikely to want to assess every possible thing within the domain of
reading. Therefore, we would break down reading into the part or chunk in which we
were interested in assessing: beginning reading, one-syllable words, one-syllable words
with short vowel sounds, one-syllable words with short a, consonant-short a-consonant
words, consonant-short a-specific consonants (-t, -n, and -r), and so forth.

The specificity of an assessment depends on the purpose of the assessment.
Especially at the beginning of a school year or when a new student joins a class,
educators want to know a student’s level of skill development—what the student
knows and does not know—in order to plan instruction. In this case, an appropri-
ate assessment will begin with a broad sample of content to provide an estimate of
student knowledge of the various topics that have been and will be covered. Areas
in which a student lacks information or skills will be assessed with more precise
procedures to identify the exact areas of deficiency so that appropriate remedial
instruction can be provided.

When teachers assess to monitor instruction and document problems, their
assessments are very specific. They should assess what they teach to ascertain if
students have learned what was taught. If students are learning word families (for
example, “bat,” “cat,” “fat,” and “hat”), they should be testing on their proficiency
with the word families they have been taught.

Testing Frequency

The time students have in school is finite, and time spent in testing is time not spent
in other important activities. Therefore, the frequency of testing and the duration
of tests must be balanced against the other demands on student and teacher time.

Most teacher-made tests are used to monitor instruction and assign grades.
Although the frequency of assessment varies widely in practice, the research
evidence is clear that more frequent assessments (two or more times a week) are
associated with better learning than are less frequent assessments. When students
are having difficulty learning or retaining content, teachers should measure perfor-
mance and progress more frequently. Frequent measurement can provide immedi-
ate feedback about how students are doing and pinpoint the skills missing among
students.’ The more frequent the measurement, the quicker you can adapt instruc-
tion to ensure that students are making optimal progress. However, frequent mea-
surement is only helpful when it can immediately direct teachers as to what to
teach next or how to teach next. To the extent that teachers can use data efficiently,
frequent assessment is valuable; if it consists simply of frequent measurement with
no application, then it is not valuable. Student deficits in skill level and progress
may dictate how frequently measurement should occur: Students with substantial
deficits are monitored more frequently to ensure that instructional methods are
effective. Those who want to know more about how expected rate is set or about
the specific procedures used to monitor student progress are referred to Hintze,
Christ, and Methe (2005), Hosp and Hosp (2003), or Shinn (1989).

’Many of the new measurement systems, such as those employing technology-enhanced assessments,
call for continuous measurement of pupil performance and progress. They provide students with
immediate feedback on how they are doing, give teachers daily status reports indicating the relative
standing of all students in a class, and identify areas of skill deficits.
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Broader assessments used for grading are given at the end of units or marking
periods and cover considerable content. Thus, they must either be very general
or be a limited sample of more specific content. In either case, the results of such
assessments do not provide sufficiently detailed information about what a student
knows and does not know for teachers to plan remediation.

Testing Formats

When a teacher wants either to compare (1) the performance of several students
on a skill or set of skills or (2) one pupil’s performances on several occasions over
time, the assessments must be the same. Standardization is the process of using
the same materials, procedures (for example, directions and time allowed to com-
plete a test), and scoring standards for each test taker each time the test is given.
Without standardization, observed differences could be reasonably attributed to
differences in testing procedures. Almost any test can be standardized if it results
in observable behavior or a permanent product (for example, a student’s written
response).

The first step in creating a test is knowing what knowledge and skills a stu-
dent has been taught and how they have been taught. Thus, teachers will need to
know the objectives, standards, or outcomes that they expect students to work
toward mastering, and they will need to specify the level of performance that is
acceptable.

Test formats can be classified along two dimensions: (1) the modality through
which the item is presented—test items usually require a student to look at or to
listen to the question, although other modalities may be substituted, depending
on the particulars of a situation or on characteristics of students—and (2) the
modality through which a student responds—test items usually require an oral or
written response, although pointing responses are frequently used with students
who are nonverbal. Teachers may use “see-write,” “see-say,” “hear—write,” and
“hear—say” to specify the testing modality dimensions.

In addition, “write” formats can be of two types. Selection formats require
students to indicate their choice from an array of possible answers (usually termed
response options). True—false, multiple-choice, and matching are the three com-
mon selection formats. However, they are not the only ones possible; for example,
students may be required to circle incorrectly spelled words or words that should
be capitalized in text. Formats requiring students to select the correct answer can
be used to assess much more than the recognition of information, although they
are certainly useful for that purpose. They can also be used to assess students’
understanding, their ability to draw inferences, and their correct application of
principles. Select questions are not usually well suited for assessing achievement
at the levels of analysis, synthesis, and evaluation.

Supply formats require a student to produce a written or an oral response. This
response can be as restricted as the answer to a computation problem or a one-
word response to the question, “When did the potato famine begin in Ireland?”
Often, the response to supply questions is more involved and can require a student
to produce a sentence, a paragraph, or several pages.

As a general rule, supply questions can be prepared fairly quickly, but scoring
them may be very time-consuming. Even when one-word responses or numbers are
requested, teachers may have difficulty finding the response on a student’s test paper,
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deciphering the handwriting, or correctly applying criteria for awarding points. In
contrast, selection formats usually require a considerable amount of time to pre-
pare, but once prepared, the tests can be scored quickly and by almost anyone.

The particular formats teachers choose are influenced by the purposes for test-
ing and the characteristics of the test takers. Testing formats are essentially bottom
up or top down. Bottom-up formats assess the mastery of specific objectives to
allow generalizations about student competence in a particular domain. Top-down
formats survey general competence in a domain and assess in greater depth those
topics for which mastery is incomplete. For day-to-day monitoring of instruction
and selecting short-term instructional objectives, we favor bottom-up assessment.
With this type of assessment, a teacher can be relatively sure that specific objec-
tives have been mastered and that he or she is not spending needless instructional
time teaching students what they already know. For determining starting places
for instruction with new students and for assessing maintenance and generaliza-
tion of previously learned material, we favor top-down assessment. Generally, this
approach should be more efficient in terms of teachers’ and students’ time because
broader survey tests can cover a lot of material in a short period of time.

For students who are able to read and write independently, see—write formats
are generally more efficient for both individual students and groups. When testing
individual students, teachers or teacher aides can give the testing materials to the
students and can proceed with other activities while the students are completing
the test. Moreover, when students write their responses, a teacher can defer cor-
recting the examinations until a convenient time.

See—say formats are also useful. Teacher aides or other students can listen to
the test takers’ responses and can correct them on the spot or record them for
later evaluation. Moreover, many teachers have access to electronic equipment
that can greatly facilitate the use of see—say formats (for example, audio or video
recorders).

The hear—write format is especially useful with selection formats for younger
students and students who cannot read independently. This format can also be
used for testing groups of students and is routinely used in the assessment of spell-
ing when students are required to write words from dictation. With other con-
tent, teachers can give directions and read the test questions aloud, and students
can mark their responses. The primary difficulty with a hear—write format with
groups of students is the pacing of test items; teachers must allot sufficient time
between items for slower-responding students to make their selections.

Hear—say formats are most suitable for assessing individual students who
do not write independently or who write at such slow speeds that their written
responses are unrepresentative of what they know. Even with this format, teachers
need not preside over the assessment; other students or a teacher aide can admin-
ister, record, and perhaps evaluate the student’s responses.

Considerations in Preparing Tests

Teachers need to build skills in developing tests that are fair, reliable, and valid.
The following kinds of considerations are important in developing or preparing
tests.
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Selecting Specific Areas of the Curriculum

Tests are samples of behavior. When narrow skills are being assessed (for example,
spelling words from dictation), either all the components of the domain should
be tested (in this case, all the assigned spelling words) or a representative sample
should be selected and assessed. The qualifier “representative” implies that an
appropriate number of easy and difficult words—and of words from the begin-
ning, middle, and end of the assignment—will be selected. When more complex
domains are assessed, teachers should concentrate on the more important facts or
relationships and avoid the trivial.

Writing Relevant Questions

Teachers must select and use enough questions to allow valid inferences about
students’ mastery of short-term or long-term goals, and attainment of state stan-
dards. Nothing offends test takers quite as much as a test’s failure to cover mate-
rial they have studied and know, except perhaps their own failure to guess what
content a teacher believes to be important enough to test. In addition, fairness
demands that the way in which the question is asked be familiar and expected by
the student. For example, if students were to take a test on the addition of single-
digit integers, it would be a bad idea to test them using a missing-addend format
(for example, “4 + =77) unless that format had been specifically taught
and was expected by the students.

Organizing and Sequencing Items

The organization of a test is a function of many factors. When a teacher wants
a student to complete all the items and to indicate mastery of content (a power
test), it is best to intersperse easy and difficult items. When the desire is to measure
automaticity or the number of items that can be completed within a specific time
period (a timed test), it is best to organize items from easy to difficult. Pages of test
questions or problems to be solved should not be cluttered.

Developing Formats for Presentation and Response Modes

Different response formats can be used within the same test, although it is gener-
ally a good idea to group together questions with the same format. Regardless
of the format used, the primary consideration is that the test questions be a fair
sample of the material being assessed.

Writing Directions for Administration

Regardless of question format, the directions should indicate clearly what a student
is to do—for example, “Circle the correct option,” “Choose the best answer,” and
“Match each item in column b to one item in column a.” Also, teachers should
explain what, if any, materials may be used by students, any time limits, any
unusual scoring procedures (for example, penalties for guessing), and point values
when the students are mature enough to be given questions that have different
point values.
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Developing Systematic Procedures for Scoring Responses

As discussed in the opening paragraphs of this chapter, teachers must have pre-
determined and systematic criteria for scoring responses. However, if a teacher
discovers an error or omission in criteria, the criteria should be modified. Obviously,
previously scored responses must be rescored with the revised criteria.

Establishing Criteria to Interpret Student Performance

Teachers should specify in advance the criteria they will use for assigning grades
or weighting assignments. For example, they may want to specify that students
who earn a certain number of points on a test will earn a specific grade, or they
may want to assign grades on the basis of the class distribution of performance. In
either case, they must specify what it takes to earn certain grades or how assign-
ments will be evaluated and weighted.

There are two basic types of test format. Selection formats require students to
recognize a correct answer that is provided on the test. Supply formats require
students to produce correct answers.

Selection Formats

Three types of selection formats are commonly used: multiple-choice, matching,
and true—false. Of the three, multiple-choice questions are clearly the most useful.

Multiple-Choice Questions

Multiple-choice questions are the most difficult to prepare. These questions have
two parts: (1) a stem that contains the question and (2) a response set that con-
tains both the correct answer, termed the keyed response, and one or more incor-
rect options, termed distractors. In preparing multiple-choice questions, teachers
should generally follow these guidelines:

1 Keep the response options short and of approximately equal length. Students
quickly learn that longer options tend to be correct.

1 Keep material that is common to all options in the stem. For example, if the
first word in each option is “the,” it should be put into the stem and removed
from the options.

A poorly worded question:
A lasting contribution of the Eisenhower presidency was the creation of
a. the communication satellite system
b. the interstate highway system
c. the cable TV infrastructure
d. the Eisenhower tank
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Better wording:
A lasting contribution of the Eisenhower presidency was the creation
of the

a. communication satellite system

b. interstate highway system

c. cable TV infrastructure

d. Eisenhower tank

Avoid grammatical tip-offs. Students can discard grammatically incorrect
options. For example, when the correct answer must be plural, alert students
will disregard singular options; when the correct answer must be a noun,
students will disregard options that are verbs.
A poorly constructed question:
A(n) ___ test measures what a student has learned that has been taught
in school.
a. achievement
b. intelligence
c. social
d. portfolio
A better constructed question:
_____ tests measure what a student has learned that has been taught in
school.
a. achievement
b. intelligence
c. social
d. portfolio

Avoid implausible options. In the best questions, distractors should be
attractive to students who do not know the answer. Common errors and
misconceptions are often good distractors.

A poorly constructed question:
Which of the following persons was NOT a candidate of the Republican
Party for President of the United States in the 2007/2008 primaries?

a. Bart Simpson

b. Mitt Romney

c. Mike Huckabee

d. Rudy Giuliani
A better constructed question:
Which of the following persons was NOT a candidate of the Republican
Party for President of the United States in the 2007/2008 primaries?

a. John Edwards

b. Mitt Romney

c. Mike Huckabee

d. Rudy Giuliani
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Make sure that one and only one option is correct. Students should not have
to read their teacher’s mind to guess which wrong answer is the least wrong
or which right answer is the most correct.

A poorly constructed question:
Which of the following persons was NOT a candidate of the Republican
Party for President of the United States in the 2007/2008 primaries?

a. John Edwards

b. Mitt Romney

c. Mike Huckabee

d. Joseph Biden
A better constructed question:
Which of the following persons was NOT a candidate of the Republican
Party for President of the United States in the 2007/2008 primaries?

a. John Edwards

b. Mitt Romney

c. Mike Huckabee

d. Rudy Giuliani

Avoid interdependent questions. Generally, it is bad practice to make the
selection of the correct option dependent on getting a prior question correct.
An early question:
Which of the following persons was a candidate of the Democrat Party for
President of the United States in the 2007/2008 primaries?
a. Tom Tancredo
b. Mitt Romney
c. Mike Huckabee
d. Joseph Biden
A subsequent dependent question:
The candidate in the preceding question was or is a
a. governor
b. member of the U.S. House of Representatives
c. U.S. senator
d. U.S. ambassador to Russia

Avoid options that indicate multiple correct options (for example, “all the
above” or “both a and b are correct”). These options often simplify the
question.
A poorly constructed question:
Which of the following persons was a candidate of the Democrat Party for
President of the United States in the 2007/2008 primaries?
a. John Edwards
b. Mitt Romney
c. both a and b are correct
d. Ron Paul
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A better constructed question:
Which of the following persons was NOT a candidate of the Democrat
Party for President of the United States in the 2007/2008 primaries?
a. John Edwards
b. Mitt Romney
c. Ron Paul
d. Rudy Giuliani
Avoid similar incorrect options. Students who can eliminate one of the two
similar options can readily dismiss the other one. For example, if citrus fruit
is wrong, lemon must be wrong.

A poorly constructed question:
Eisenhower’s inspiration for the interstate highway system was the
a. Ohio Turnpike
b. modern German autobahns
c. Pennsylvania Turnpike
d. Alcan Highway
A better constructed question:
Eisenhower’s inspiration for the interstate highway system was the
a. ancient Roman highways
b. modern German autobahns
c. Pennsylvania Turnpike
d. Alcan Highway

Make sure that one question does not provide information that can be used
to answer another question.

An early question:
A lasting contribution of the Eisenhower presidency was the creation of
a. the communication satellite system
b. the interstate highway system
c. the cable TV infrastructure
d. the Eisenhower tank
A later question that answers a prior question:
Eisenhower’s inspiration for the interstate highway system was the
a. ancient Roman highways
b. modern German autobahns
c. Pennsylvania Turnpike
d. Alcan Highway
Avoid using the same words and examples that were used in the students’
texts or in class presentations.

Vary the position of the correct response in the options. Students will
recognize patterns of correct options (for example, when the correct answers
to a sequence of questions are a, b, ¢, d, a, b, ¢, d) or a teacher’s preference for
a specific position (usually c).
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When appropriate, teachers can make multiple-choice questions more chal-
lenging by asking students to recognize an instance of a rule or concept, by requir-
ing students to recall and use material that is not present in the question, or
by increasing the number of options. (For younger children, three options are
generally difficult enough. Older students can be expected to answer questions
with four or five options.) In no case should teachers deliberately mislead or trick
students.

Matching questions are a variant of multiple-choice questions in which a set of
stems is simultaneously associated with a set of options. Generally, the content
of matching questions is limited to simple factual associations (Gronlund, 1985).
Teachers usually prepare matching questions so that there are as many options as
stems, and an option can be associated only once with a stem in the set. Although
we do not recommend their use, there are other possibilities: more options
than stems, selection of all correct options for one stem, and multiple use of an
option.® These additional possibilities increase the difficulty of the question set
considerably.

In general, we prefer multiple-choice questions to matching questions. Almost
any matching question can be written as a series of multiple-choice questions in
which the same or similar options are used. Of course, the correct response will
change. However, teachers wishing to use matching questions should consider the
following guidelines:

Each set of matching items should have some dimension in common (for
example, explorers and dates of discovery). This makes preparation easier for
the teacher and provides the student with some insight into the relationship
required to select the correct option.

Keep the length of the stems approximately the same, and keep the length and
grammar used in the options equivalent. At best, mixing grammatical forms
will eliminate some options for some questions; at worst, it will provide the
correct answer to several questions.

Make sure that one and only one option is correct for each stem.

Vary the sequence of correct responses when more than one matching
question is asked.

Avoid using the same words and examples that were used in the students’
texts or in class presentations.

It is easier for a student when questions and options are presented in two
columns. When there is a difference in the length of the items in each column, the
longer item should be used as the stem. Stems should be placed on the left and
options on the right, rather than stems above with options below them. Moreover,
all the elements of the question should be kept on one page. Finally, teachers often
allow students to draw lines to connect questions and options. Although this
has the obvious advantage of helping students keep track of where their answers

¢Scoring for these options is complicated. Generally, separate errors are counted for selecting an incorrect
option and failing to select a correct option. Thus, the number of errors can be very large.
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should be placed, erasures or scratch-outs can be a headache to the person who
corrects the test. A commercially available product (Learning Wrap-Ups) has
cards printed with stems and answers and a shoelace with which to “lace” stems
to correct answers. The correct lacing pattern is printed on the back, so it is self-
correcting. Teachers could make such cards fairly easily as an alternative to trying
to correct tests with lots of erasures.

In most cases, true—false statements should simply not be used. Their utility lies
primarily in assessing knowledge of factual information, which can be better
assessed with other formats. Effective true—false items are difficult to prepare.
Because guessing the correct answer is likely—it happens 50 percent of the time—
the reliability of true—false tests is generally low. As a result, they may well have
limited validity. Nonetheless, if a teacher chooses to use this format, a few sugges-
tions should be followed:

% <

Avoid specific determiners such as “all,” “never,” “always,” and so on.

Avoid sweeping generalizations. Such statements tend to be true, but students
can often think of minor exceptions. Thus, there is a problem in the criterion
for evaluating the truthfulness of the question. Attempts to avoid the problem
by adding restrictive conditions (for example, “with minor exceptions”) either
render the question obviously true or leave a student trying to guess what the
restrictive condition means.

Avoid convoluted sentences. Tests should assess knowledge of content, not a
student’s ability to comprehend difficult prose.

Keep true and false statements approximately the same length. As is the case
with longer options on multiple-choice questions, longer true—false statements
tend to be true.

Balance the number of true and false statements. If a student recognizes
that there are more of one type of statement than of the other, the odds of
guessing the correct answer will exceed 50 percent.

In developing and using items that employ a selection format, teachers must pay
attention to individual differences among students, particularly to disabilities
that might interfere with performance. The individualized educational programs
(IEPs) of students with disabilities often contain needed accommodations and
adaptations. Prior to testing, it is always a good idea to double-check student’s
IEPs to make sure that any required accommodations and adaptations have been
made. For example, students who have skill deficits in remembering things for
short periods of time, or who do not attend well to verbally or visually presented
information, may need multiple-choice tests with fewer distractors. Students who
have difficulty with the organization of visually presented material may need to
have matching questions rewritten as multiple-choice questions. Remember, it
is important to assess the skills that students have, not the effects of disability
conditions.
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Barry

Ms. Johnson is a special education teacher in a mid-
dle school. One of her students, Barry, has an IEP
that provides for him to take adapted content area
tests. Mr. Blumfield sends Ms. Johnson a social stud-
ies test that he will be giving in 8 days so that she can
adapt it. The test contains both multiple-choice (five
options) and true—false tests. Mr. Blumfield plans to
allow students the entire period (37 minutes) to com-
plete their tests.

Ms. Johnson has several concerns about the test.
In her experience with Barry, she has found that he
requires untimed and shorter tests and some ques-
tions must be read to him. In addition, when supply
tests are used, he requires a couple of modifications.
He cannot understand true—false questions and he
has unusual difficulty when there are more than three
options on multiple-choice questions. Therefore, she
schedules a meeting with Mr. Blumfield to discuss her
adaptation of his test.

Mr. Blumfield has 127 students, and 8 of these
students have IEPs. Therefore, Ms. Johnson begins
the meeting by reminding him that Barry’s IEP pro-
vides for the adaptation of content area tests. She
also tells Mr. Blumfield that she is willing to make the
adaptations but will need some guidance from him.
The first thing she wants to learn is the important

content—the questions assessing the major ideas and
important facts that Mr. Blumfield has stressed in his
lessons. The next thing she wants to learn is which
questions can be deleted.

Then Ms. Johnson explains how she will adapt
the test:

She will modify the content by deleting relatively
unimportant ideas and concepts; she will retain
all of the major ideas and important concepts.

She will replace true—false questions that assess
major ideas with multiple-choice questions that
get at the same information.

She will reduce the number of distractors in
multiple-choice questions from five to three.

She will reorder test items by grouping questions
about related content together and ordering
questions from easy to difficult whenever
possible.

She also explains that she will read to Barry any
part of the test that he requests, and that the test will
not be timed so he may not finish in one period. Fi-
nally, she offers to score the test for Mr. Blumfield.

Barry earns a B+ on the adapted teacher-made
test.

- Supply Formats

It is useful to distinguish between items requiring a student to write one- or
two-word responses (such as fill-in questions) and those requiring more extended
responses (such as essay questions). Both types of items require careful delineation
of what constitutes a correct response (that is, criteria for scoring). It is generally
best for teachers to prepare criteria for a correct response at the time they prepare
the question. In that way, they can ensure that the question is written in such a
way as to elicit the correct types of answers—or at least not to mislead students—
and perhaps save time when correcting exams. (If teachers change criteria for a
correct response after they have scored a few questions, they should rescore all
previously scored questions with the revised criteria.)
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Aside from mathematics problems that require students to calculate an answer and
writing spelling words from dictation, fill-in questions require a student to complete
a statement by adding a concept or fact—for example, « arrived in America
in 1492.” Fill-ins are useful in assessing knowledge and comprehension objectives;
they are not useful in assessing application, analysis, synthesis, or evaluation objec-
tives. Teachers preparing fill-in questions should follow these guidelines:

Keep each sentence short. Generally, the less superfluous information in an
item, the clearer the question will be to the student and the less likely it will
be that one question will cue another.

If a two-word answer is required, teachers should use two blanks to indicate
this in the sentence.

Avoid sentences with multiple blanks. For example, the item “In the year ,

discovered ” is so vague that practically any date, name, and event
can be inserted correctly, even ones that are irrelevant to the content; for example,
“In the year 1999, Henry discovered girls.”

Keep the size of all blanks consistent and large enough to accommodate
readily the longest answer. The size of the blank should not provide a clue
about the length of the correct word.

The most problematic aspect of fill-in questions is the necessity of developing
an appropriate response bank of acceptable answers. Often, some student errors
may consist of a partially correct response; teachers must decide which answers
will receive partial credit, full credit, and no credit. For example, a question may
anticipate “Columbus” as the correct response, but a student might write “that
Italian dude who was looking for the shortcut to India for the Spanish king and
queen.” In deciding how far afield to go in crediting unanticipated responses, teach-
ers should look over test questions carefully to determine whether the student’s
answer comes from information presented in another question (for example, “The
Spanish monarch employed an Italian sailor to find a shorter route to”).

Essay questions are most useful in assessing comprehension, application, analysis,
synthesis, and evaluation objectives. There are two major problems associated with
extended response questions. First, teachers are generally able to sample only a
limited amount of information because answers may take a long time for students
to write. Second, extended-essay responses are the most difficult type of answer to
score. To avoid subjectivity and inconsistency, teachers should use a scoring key
that assigns specific point values for each element in the ideal or criterion answer.
In most cases, spelling and grammatical errors should not be deducted from the
point total. Moreover, bonus points should not be awarded for particularly detailed
responses; many good students will provide a complete answer to one question and
spend any extra time working on questions that are more difficult for them.
Finally, teachers should be prepared to deal with responses in which a student
tries to bluff a correct answer. Rather than leave a question unanswered, some stu-
dents may answer a related question that was not asked, or they may structure their
response so that they can omit important information that they cannot remember
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or never knew. Sometimes, they will even write a poem or a treatise on why the
question asked is unimportant or irrelevant. Therefore, teachers must be very spe-
cific about how they will award points, stick to their criteria unless they discover
that something is wrong with them, and not give credit to creative bluffs.

Teachers should also be very precise in the directions that they give so that
students will not have to guess what responses their teachers will credit. Following
are a number of verbs (and their meanings) that are commonly used in essay ques-
tions. It is often worthwhile to explain these terms in the test directions to make
sure that students know what kind of answer is desired.

Describe, define, and identify mean to give the meaning, essential
characteristics, or place within a taxonomy.

List means to enumerate and implies that complete sentences and paragraphs
are not required unless specifically requested.

Discuss requires more than a description, definition, or identification; a
student is expected to draw implications and elucidate relationships.

Explain means to analyze and make clear or comprehensible a concept, event,
principle, relationship, and so forth; thus, explain requires going beyond a
definition to describe the hows or whys.

Compare means to identify and explain similarities between two or among
more things.

Contrast means to identify and explain differences between two or among
more things.

Evaluate means to give the value of something and implies an enumeration
and explanation of assets and liabilities, pros and cons.

Finally, unless students know the questions in advance, teachers should allow
students sufficient time for planning and rereading answers. For example, if teachers
believe that 10 minutes is necessary to write an extended essay to answer a question
that requires original thinking, they might allow 20 minutes for the question. The less
fluent the students are, the greater is the proportion of time that should be allotted.

In developing items that employ a supply format, teachers must pay attention to
individual differences among learners, particularly to disabilities that may interfere
with performance. For example, students who write very slowly can be expected
to have difficulty with fill-in or essay questions. Students who have considerable
difficulty expressing themselves in writing will probably have difficulty completing
or performing well on essay examinations. Teachers should make sure that they
have included the adaptations and accommodations required in student IEPs.

Assessment in Core Achievement Areas

The assessment procedures used by teachers are a function of the content being
taught, the criterion to which content is to be learned (such as 80 percent mastery),
and the characteristics of the students. With primary-level curricula in core areas,
teachers usually want more than knowledge from their students; they want the
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material learned so well that correct responses are automatic. For example, teach-
ers do not want their students to think about forming the letter “a,” sounding out
the word “the,” or using number lines to solve simple addition problems such as
“3+4 5 ="7; they want their students to respond immediately and correctly. Even
for intermediate-level materials, teachers seek highly proficient responding from
their students, whether that performance involves performing two-digit multipli-
cation, reading short stories, writing short stories, or writing spelling words from
dictation. However, teachers in all grades, but especially in secondary schools,
are also interested in their students’ understanding of vast amounts of informa-
tion about their social, cultural, and physical worlds, as well as their acquisition
and application of critical thinking skills. The assessment of skills taught to high
degrees of proficiency is quite different from the assessment of understanding and
critical thinking skills.

In the following sections, core achievement areas are discussed in terms of
three important attributes: the skills and information to be learned within the
major strands of most curricula, the assessment of skills to be learned to profi-
ciency, and the assessment of understanding of information and concepts. Critical
thinking skills are usually embedded within content areas and are assessed in the
same ways as understanding of information is assessed—with written multiple-
choice and extended-essay questions.

2 Reading

Reading is usually divided into decoding skills and comprehension. The specific
behaviors included in each of these subdomains will depend on the particular cur-
riculum and its sequencing.

Beginning decoding relies on students’ ability to analyze and manipulate sounds
and syllables in words (Stanovich, 2000). Instruction in beginning reading
can include letter recognition, letter—sound correspondences, sight vocabulary,
phonics, and, in some curricula, morphology. Automaticity is the goal for the
skills to be learned. See-say (for example, “What letter is this?”) and hear—say
(for example, “What sound does the letter make?”) formats are regularly used for
both instruction and assessment. During students’ acquisition of specific skills,
teachers should first stress the accuracy of student responses. Generally, this con-
cern translates into allowing a moment or two for students to think about their
responses. A generally accepted criterion for completion for early learning is
90 to 95 percent correct. As soon as accuracy has been attained (and sometimes
before), teachers change their criteria from accurate responses to fast and accu-
rate responses. For see—say formats, fluent students will need no thinking time for
simple material; for example, they should be able to respond as rapidly as teach-
ers can change stimuli to questions such as “What is this letter?” Once students
accurately decode letters and letter combinations fluently, the emphasis shifts to
fluency or the automatic retrieval of words. Fluency is a combination of speed
and accuracy and is widely viewed as a fundamental prerequisite for reading
comprehension (National Institute of Child Health and Human Development,
2000a, 2000b).

For beginners, reading comprehension is usually assessed in one of three ways:
by assessing students’ retelling, their responses to comprehension questions, or
their rate of oral reading. The most direct method is to have students retell what



Scenario in Assessment

Assessment in Core Achievement Areas 135

Robert

Robert has learned the basic alphabetic principles—
letter sound associations, sound blending, and ba-
sic phonic rules. However, his reading fluency is
very slow. This lack of fluency makes comprehen-
sion difficult and also causes problems for him in
completing his work in the times allotted. His IEP
contains an annual goal of increasing his fluency to
100 words per minute with two or fewer errors in
material written at his grade level. Mr. Williams, his
special education teacher, developed a program that
relied on repeated readings. He had recently read an
article by Therrien (2004) that indicated the impor-
tant aspects of repeated reading to follow in his pro-
gram. He decided to check fluency daily using brief
probes.

After Mr. Williams determined the highest level
reading materials that Robert could read with 95
percent accuracy, he prepared a series of 200-word
passages at that level and one-third higher levels up
to Robert’s actual grade placement. Each passage
formed a logical unit and began with a new para-
graph. The vocabulary was representative of Robert’s
reading level, and passage comprehension did not
rely on preceding material that was not read. He pre-
pared two copies of each passage and placed each in
an acetate cover. (This allowed him to indicate errors
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directly on the passage and then to wipe both copies
clean after testing for reuse at another time.)

Mr. Williams then prepared instructions for Robert:
“] want to see how fast you can read material the first
time and a second or third time. I want you to read as
fast as you can without making errors. If you don’t know
a word, just skip it. I'll tell you the word when you are
done. Then I'll ask you to reread the passage. When T say
start, you begin reading. After 1 minute, I’ll say stop and
you stop reading. Do you have any questions?”

Mr. Williams gave Robert two practice readings
that he did not score. This gave Robert some experi-
ence with the process. He then began giving Robert
daily probes, entered Robert’s rate on the first reading,
and connected the data points for the same passage on
different days. When Robert could read three consecu-
tive probes at the target rate the first time, Mr. Williams
increased the reading level of the material (for example,
days 13, 14, and 15). The intervention would end when
Robert was reading grade-level materials fluently—the
third level above where the intervention started.

As shown in Figure 7.5, Robert made steady
progress, both within reading levels and between
reading levels. Mr. Williams was pleased with the in-
tervention and would continue with it until it was no
longer working or Robert had achieved the goal.
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they have read without access to the reading passage. Retold passages may be
scored on the basis of the number of words recalled. Fuchs, Fuchs, and Maxwell
(1988) have offered two relatively simple scoring procedures that appear to offer
valid indications of comprehension. Retelling may be conducted orally or in writ-
ing. With students who have relatively undeveloped writing skills, retelling should
be oral when it is used to assess comprehension, but it may be in writing as a prac-
tice or drill activity. Teachers can listen to students retell, or students can retell
using tape recorders so that their efforts can be evaluated later.

A second common method of assessing comprehension is to ask students
questions about what they have read. Questions should address main ideas,
important relationships, and relevant details. Questions may be in supply or
selection formats, and either hear—say or see—write formats can be used conven-
iently. As with retelling, teachers should concentrate their efforts on the gist of the
passage.

A third convenient, although indirect, method of assessing reading compre-
hension is to assess the rate of oral reading. One of the earliest attempts to explain
the relationship between rate of oral reading and comprehension was offered
by LaBerge and Samuels (1974), who noted that poor decoding skills created
a bottleneck that impeded the flow of information, thus impeding comprehen-
sion. The relationship makes theoretical sense: Slow readers must expend their
energy decoding words (for example, attending to letters, remembering letter—
sound associations, blending sounds, or searching for context cues) rather than
concentrating on the meaning of what is written. Not only is the relationship
between reading fluency and comprehension logical but also empirical research
supports this relationship (Freeland, Skinner, Jackson, McDaniel, & Smith, 2000;
National Institute of Child Health and Human Development, 2000a, 2000b;
Sindelar, Monda, & O’Shea, 1990).

Therefore, teachers probably should concentrate on the rate of oral reading
regularly with beginning readers. To assess reading rate, teachers should have stu-
dents read for 2 minutes from appropriate materials. The reading passage should
include familiar vocabulary, syntax, and content; the passage must be longer than
the amount any student can read in the 2-minute period. Teachers have their own
copy of the passage on which to note errors. The number of words read correctly
and the number of errors made in 2 minutes are each divided by 2 to calculate the
rate per minute. Mercer and Mercer (1985) suggest a rate of 80 words per minute
(with two or fewer errors) as a desirable goal for reading words from lists and a
rate of 100 words per minute (with two or fewer errors) for words in text. See
Chapter 13 for a more complete discussion of errors in oral reading.

Students who have already mastered basic sight vocabulary and decoding skills
generally read silently. Emphasis for these students shifts, and new demands are
made. Decoding moves from oral reading to silent reading with subvocalization
(that is, saying the words and phrases to themselves) to visual scanning with-
out subvocalization; thus, the reading rates of some students may exceed 1,000
words per minute. Scanning for main ideas and information may also be taught
systematically. The demands for reading comprehension may go well beyond the
literal comprehension of a passage; summarizing, drawing inferences, recognizing
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and understanding symbolism, sarcasm, irony, and so forth may be systematically
taught. For these advanced students, the gist of a passage is usually more impor-
tant than the details. Teachers of more advanced students may wish to score retold
passages on the basis of main ideas, important relationships, and details recalled
correctly and the number of errors (that is, ideas, relationships, and details omitted
plus the insertion of material not included in the passage). In such cases, the differ-
ent types of information can be weighted differently, or the use of comprehension
strategies (for example, summarization) can be encouraged. However, read—write
assessment formats using multiple-choice and extended-essay questions are more
commonly used.

When making decisions about referral or initial placement in a reading curric-
ulum, teachers often develop informal reading inventories (IRIs), which assess
decoding and reading comprehension over a wide range of skill levels within the
specific reading curricula used in a classroom. Thus, they are top-down assess-
ments that span several levels of difficulty.

IRIs are given to locate the reading levels at which a student reads indepen-
dently, requires instruction, and is frustrated. Techniques for developing IRIs and
the criteria used to define independent, instructional, and frustration reading lev-
els vary. Teachers should use a series of graded reading passages that range from
below a student’s actual placement to a year or two above the actual placement. If
a reading series prepared for several grade levels is used, passages can be selected
from the beginning, middle, and end of each grade. Students begin reading the
easiest material and continue reading until they can decode less than 85 percent of
the words. Salvia and Hughes (1990) recommend an accuracy rate of 95 percent
for independent reading and consider 85 to 95 percent accuracy the level at which
a student requires instruction.

Mathematics

The National Council of Teachers of Mathematics has adopted standards for
pre-kindergarten through secondary education. These standards deal with both
content (that is, Number, Measurement, Algebra, Geometry, and Data and
Statistics) and process (that is, Reasoning, Representation, Problem Solving,
Connections, and Communication). Special education tends to share the goals of
the National Mathematics Panel (2008), which has stressed computational profi-
ciency and fluency in basic skills. In noninclusive special education settings, math
content is generally stressed (that is, readiness skills, vocabulary and concepts,
numeration, whole-number operations, fractions and decimals, ratios and per-
centages, measurement, and geometry) (Salvia & Hughes, 1990). At any grade
level, the specific skills and concepts included in each of these subdomains will
depend on the state standards and the particular curriculum and its sequenc-
ing. Mathematics curricula usually contain both problem sets that require only
computations and word problems that require selection and application of the
correct algorithm as well as computation. The difficulty of application prob-
lems goes well beyond the difficulty of the computation involved and is related
to three factors: (1) the number of steps involved in the solution (for exam-
ple, a student might have to add and then multiply; Caldwell & Goldin, 1979),
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(2) the amount of extraneous information (Englert, Cullata, & Horn, 1987), and
(3) whether the mathematical operation is directly implied by the vocabulary
used in the problem (for example, words such as and or more imply addition,
whereas words such as each may imply division; see Bachor, Stacy, & Freeze,
1986). Although reading level is popularly believed to affect the difficulty of
word problems, its effect has not been clearly established (see Bachor, 1990; Paul,
Nibbelink, & Hoover, 1986).

The whole-number operations of addition, subtraction, multiplication, and division
are the core of the elementary mathematics curriculum. Readiness for beginning
students includes such basics as classification, one-to-one correspondence, and
counting. Vocabulary and concepts are generally restricted to quantitative words
(for example, “same,” “equal,” and “larger”) and spatial concepts (for example,
left, above, and next to). Numeration deals with writing and identifying numerals,
counting, ordering, and so forth.

See—write is probably the most frequently used assessment format for math-
ematical skills, although see—say formats are not uncommon. For content asso-
ciated with readiness, vocabulary and concepts, numeration, and applications,
matching formats are commonly used. Accuracy is stressed, and 90 to 95 percent
correct is commonly used as the criterion. For computation, accuracy and fluency
are stressed in beginning mathematics; teachers do not stop their instruction when
students respond accurately, but they continue instruction to build automaticity.
Consequently, a teacher may accept somewhat lower rates of accuracy (that is,
80 percent).

When working toward fluency, teachers usually use probes. Probes are small
samples of behavior. For example, in assessment of skill in addition of single-digit
numbers, a student might be given only five single-digit addition problems. Perhaps
the most useful criterion for math probes assessing computation is the number of
correct digits (in an answer) written per minute, not the number of correct answers
per minute. The actual criterion rate will depend on the operation, the type of
material (for example, addition facts versus addition of two-digit numbers with
regrouping), and the characteristics of the particular students. Students with motor
difficulties may be held to a lower criterion or assessed with see—say formats. For
see—write formats, students may be expected to write answers to addition and
subtraction problems at rates between 50 and 80 digits per minute and to write
answers to simple multiplication and division problems at rates between 40 and 50
digits per minute (Salvia & Hughes, 1990).

The more advanced mathematical skills (that is, fractions, decimals, ratios,
percentages, and geometry) build on whole-number operations. These skills are
taught to levels of comprehension and application. Unlike those for beginning
skills, assessment formats are almost exclusively see-write, and accuracy is
stressed over fluency, except for a few facts such as “half equals 0.5 equals 50
percent.” Teachers must take into account the extent to which specific student
disabilities will interfere with performance of advanced skills. For example, dif-
ficulties in sequencing of information and in comprehension may interfere with
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students’ performance on items that require problem solving and comprehension
of mathematical concepts.

Spelling

Although spelling is considered by many to be a component of written language,
in elementary school it is generally taught as a separate subject. Therefore, we
treat it separately in this chapter.

Spelling is the production of letters in the correct sequence to form a word.
The specific words that are assigned as spelling words may come from several
sources: spelling curricula, word lists, content areas, or a student’s own written
work. In high school and college, students are expected to use dictionaries and to
spell correctly any word they use. Between that point and approximately fourth
grade, spelling words are typically assigned, and students are left to their own
devices to learn them. In the first three grades, spelling is usually taught systemati-
cally using phonics, morphology, rote memorization, or some combination of the
three approaches.

Teachers may assess mastery of the prespelling rules associated with the par-
ticular approach they are teaching. For example, when a phonics approach is
used, students may have to demonstrate mastery of writing the letters associated
with specific vowels, consonants, consonant blends, diphthongs, and digraphs.
Teachers assess mastery of spelling in at least four ways:

1. Recognition response: The teacher provides students with lists of alternative
spellings of words (usually three or four alternatives) and reads a word to
the student. The student must select the correct spelling of the dictated word
from the alternatives. Emphasis is on accuracy.

2. Spelling dictated single words: Teachers dictate words, and students write
them down. Although teachers often give a spelling word and then use it in a
sentence, students find the task easier if just the spelling word is given (Horn,
1967). Moreover, the findings from research performed in 1988 suggest that
a 7-second interval between words is sufficient (Shinn, Tindall, & Stein,
1988).

3. Spelling words in context: Students write paragraphs using words given by
the teacher. This approach is as much a measure of written expression as
of spelling. The teacher can also use this approach in instruction of written
language by asking students to write paragraphs and counting the number of
words spelled correctly.

4. Students’ self-monitoring of errors: Some teachers teach students to monitor
their own performance by finding and correcting spelling errors in the daily
assignments they complete.

Written Language

Written language is no doubt the most complex and difficult domain for teachers
to assess. Assessment differs widely for beginners and advanced students. Once
the preliminary skills of letter formation and rudimentary spelling have been mas-
tered, written-language curricula usually stress both content and style (that is,
grammar, mechanics, and diction).
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The most basic instruction in written language is penmanship, in which the forma-
tion and spacing of uppercase (capital) and lowercase printed and cursive letters
are taught. Early instruction stresses accuracy, and criteria are generally qualita-
tive. After accuracy has been attained, teachers may provide extended practice to
move students toward automaticity. If this is done, teachers will evaluate perfor-
mance on the basis of students’ rates of writing letters. Target rates are usually in
the range of 80 to 100 letters per minute for students without motor handicaps.

Once students can fluently write letters and words, teachers focus on teach-
ing students to write content. For beginners, content generation is often reduced
to generation of words in meaningful sequence. Teachers may use story starters
(that is, pictures or a few words that act as stimuli) to prompt student writing.
When the allotted time for writing is over, teachers count the number of words or
divide the number of words by the time to obtain a measure of rate. Although this
sounds relatively easy, decisions as to what constitutes a word must be made. For
example, one-letter words are seldom counted.

Teachers also use the percentage of correct words to assess content produc-
tion. To be considered correct, the word must be spelled correctly, be capitalized
if appropriate, be grammatically correct, and be followed by the correct punctua-
tion (Isaacson, 1988). Criteria for an acceptable percentage of correct words are
still the subject of discussion. For now, social comparison, by which one student’s
writing output is compared with the output of students whose writing is judged
acceptable, can provide teachers with rough approximations. Teaching usually
boils down to focusing on capitalization, simple punctuation, and basic grammar
(for example, subject-verb agreement). Teachers may also use multiple-choice or
fill-in tests to assess comprehension of grammatical conventions or rules.

Comprehension and application of advanced grammar and mechanics can be
tested readily with multiple-choice or fill-in questions. Thus, this aspect of written
language can be assessed systematically and objectively. The evaluation of content
generation by advanced students is far more difficult than counting correct words.
Teachers may consider the quality of ideas, the sequencing of ideas, the coherence
of ideas, and consideration of the reading audience. In practice, teachers use holis-
tic judgments of content (Cooper, 1977). In addition, they may point out errors
in style or indicate topics that might benefit from greater elaboration or clarifica-
tion. Objective scoring of any of these attributes is very difficult, and extended
scoring keys and practice are necessary to obtain reliable judgments, if they are
ever attained. More objective scoring systems for content require computer analy-
sis and are currently beyond the resources of most classroom teachers.

Potential Sources of Difficulty in the Use of Teacher-Made Tests

To be useful, teacher-made tests must avoid three pitfalls: (1) relying on a single
summative assessment, (2) using nonstandardized testing procedures, and (3) using
technically inadequate assessment procedures. The first two are easily avoided;
avoiding the third is more difficult.
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First, teachers should not rely solely on a single summative assessment to
evaluate student achievement after a course of instruction. Such assessments do
not provide teachers with information they can use to plan and modify sequences
of instruction. Moreover, minor technical inadequacies can be magnified when a
single summative measure is used. Rather, teachers should test progress toward
educational objectives at least two or three times a week. Frequent testing is most
important when instruction is aimed at developing automatic or fluent responses
in students. Although fluency is most commonly associated with primary curric-
ula, it is not restricted to reading, writing, and arithmetic. For example, instruc-
tion in foreign languages, sports, and music is often aimed at automaticity.

Second, teachers should use standardized testing procedures. To conduct fre-
quent assessments that are meaningful, the tests that are used to assess the same
objectives must be equivalent. Therefore, the content must be equivalent from test
to test; moreover, test directions, kinds of cues or hints, testing formats, criteria
for correct responses, and type of score (for example, rates or percentage correct)
must be the same.

Third, teachers should develop technically adequate assessment procedures. Two
aspects of this adequacy are especially important: content validity and reliability.
The tests must have content validity. There should seldom be problems with content
validity when direct performances are used. For example, the materials used in deter-
mining a student’s rate of oral reading should have content validity when they come
from that student’s reading materials; tests used to assess mastery of addition facts
will have content validity because they assess the facts that have been taught. A prob-
lem with content validity is more likely when teachers use tests to assess achievement
outside of the tool subjects (that is, other than reading, math, and language arts).

Although only teachers can develop tests that truly mirror instruction, teach-
ers must not only know what has been taught but also prepare devices that test
what has been taught. About the only way to guarantee that an assessment covers
the content is to develop tables of specifications for the content of instruction and
testing. However, test items geared to specific content may still be ineffective.

Careful preparation in and of itself cannot guarantee the validity of one question
or set of questions. The only way a teacher can know that the questions are good is to
field test the questions and make revisions based on the field test results. Realistically,
teachers do not have time for field testing and revision prior to giving a test. Therefore,
teachers must usually give a test and then delete or discount poor items. The poor
items can be edited and the revised questions used the next time the examination is
needed. In this way, the responses from one group of students become a field test for
a subsequent group of students. When teachers use this approach, they should not
return tests to students because students may pass questions down from year to year.

The tests must also be reliable. Interscorer agreement is a major concern for any
test using a supply format but is especially important when extended responses are
evaluated. Agreement can be increased by developing precise scoring guides for all
questions of this type and by sticking with the criteria. Interscorer agreement should
not be a problem for tests using select or restricted fill-in formats. For select and fill-in
tests, internal consistency is of primary concern. Unfortunately, very few people can
prepare a set of homogeneous test questions the first time. However, at the same
time that they revise poor items, teachers can delete or revise items to increase a test’s
homogeneity (that is, delete or revise items that have correlations with the total score
of .25 or less). Additional items can also be prepared for the next test.
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(“APTER COMPRE“ENSION QUES‘"ONS 6. Explain six common errors to avoid in developing

multiple-choice tests.

Write your answers to each of the following questions, 7. Explain three things a teacher can do to prepare
and then compare your responses to the text or the study better matching questions.
uide. . .
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1. Explain three potential advantages of teachermade better true—false questions.
tests. . ' . .
9. Explain three ways in which reading
2. How do skill attainment and progress monitoring comprehension can be assessed.
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10. Explain three ways of assessing spelling.

3. Explain content specificity. . . : . .
P P ¥ 11. Why is fluency an important dimension to assess in

4. Explain why frequent testing is valuable. beginning skills?

5. Give examples of a see—write, see—say, hear—write,
and see-write formats.
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EXCEPT FOR INDIVIDUAL EVALUATIONS CONDUCTED BY SPECIALISTS SUCH AS
psychologists and speech therapists, classroom teachers are responsible for most
testing conducted in schools. When districts want group achievement tests on all
of their students (or those in particular grades), teachers are the ones who admin-
ister these tests in their classrooms. When the state requires all students to com-
plete standards-based assessments, teachers are the ones who administer these
tests in their classrooms. Beyond these mandated assessments, teachers routinely
test to monitor student progress and ascertain the degree of student achievement
on units and so forth.

Testing to monitor student progress during and after instruction is best when tests
are carefully planned, thoughtfully managed, and fully incorporated into the class-
room routines. In short, testing should be an easy and natural part of classroom life.
Teachers should plan their testing programs at the beginning of the year. Good
testing programs have three characteristics: efficiency, ease, and integration.

Efficiency. Time spent in testing (including administration, scoring, and
record keeping) is time not spent teaching and learning. Therefore, good
assessment plans provide for the minimum assessments that are sufficient for
decision making.

Ease. Easy testing programs from the teacher’s perspective are those that
minimize teacher time and effort in all aspects of testing (that is, preparation,
administration, scoring, and record keeping). The easiest testing programs are
those that can be carried out by paraprofessionals or by the students. Easy
testing programs from the student’s perspective are those with which students
are familiar, comfortable, and confident. Thus, it is important to set expectations
about how assessment works in the classroom, how people are to behave, and
so on early in the school year and reinforce these expectations periodically.

Integration. Assessment activities can be integrated into the school day in
two ways. First, teachers can monitor pupil performance during instructional
activities. For example, basic skill drills can be structured to provide useful
assessment information about accuracy and fluency. Second, teachers can
establish a regular schedule for brief assessments, such as daily 1-minute

oral reading probes. Making assessments frequent and part of the regular
classroom routine has the added benefit of reducing student anxiety
associated with higher stakes testing.

Preparing for and Managing Mandated Tests

When districtwide and statewide assessments are conducted, they generally occur
within classrooms. Teachers usually have advance notice about when various man-
dated tests will occur, how long they will take, and how they are to be administered.
Teachers should become thoroughly familiar with expectations for their role, and
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they should be thoroughly prepared with backup supplies of pencils, timers, answer
sheets (if allowed), and so forth. Teachers should also provide their students with
advanced knowledge in such a way as to reduce anxiety about these tests without
diminishing their importance. For example, it is a good idea to tell students that all
students in the district or all students in their grade are taking the test and that the
tests are designed to help the district do a good job teaching all of the students.

In addition to these general considerations, teachers should check all of their
students’ individualized educational programs (IEPs) to verify that each student is
required to take the assessment and what, if any, adaptations or accommodations
must be provided. Teachers should also check their students’ IEPs to determine
whether any student is to receive an alternate assessment and if individual stu-
dents need any alternate assessment accommodations.

Preparing for and Managing Progress Monitoring

Even the most extensively researched curriculum and teaching techniques may
not work with every student. Moreover, there is currently no way to discern the
students for whom the curriculum or methods will be effective from those for
whom the educational procedures will not work. The only way to know if edu-
cational procedures are effective is to determine if they were effective. That is, we
can know if what we have done has worked, but we cannot know this before we
do it. Thus, teachers are faced with a choice: They can either teach and hope that
their instruction will work or they can teach and measure if their instruction has
worked. We advocate the latter approach.

Monitoring student achievement allows teachers the chance to reteach
unlearned material, provide alternative content or methods for those students
who have not learned, or get additional help for them. Moreover, student prog-
ress should be monitored frequently enough to allow early detection and error
correction. Errors that are caught late in the learning process are much more
difficult to correct because students have practiced the incorrect responses.
Finally, the monitoring procedures must be sensitive to incremental changes in
student achievement. Of all the ways teachers can monitor student learning, we
prefer continuous (that is, daily or several times per week) and systematic moni-
toring rather than periodic monitoring (that is, assessing student knowledge after
instruction of large amounts of content or after several weeks of instruction).

Lack of time is the primary reason given by teachers for not measuring fre-
quently or well. However, advanced planning and extra work in the beginning
will save countless hours during the school year. Teachers can do five things to
make assessment less time-consuming for themselves and their students: estab-
lish testing routines, create assessment stations, prepare and organize materials,
maintain assessment files, and involve other adults and students in the assessment
process when possible.

Establish Routines

Establishing a consistent testing routine brings predictability for students. If stu-
dents know they will be taking a brief vocabulary test in Spanish class each Friday
or a timer will be used for the 2-minute quiz at the start of math class every
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Tuesday and Thursday, they will require progressively fewer cues and less time to
get ready to take the quizzes. For younger students, it helps to use the same cues
that a quiz is coming. For example, “OK students, it’s time for a math probe. Clear
your desks except for a pencil.” Similarly, if the test-taking rules are the same every
time, student compliance becomes easier to obtain and maintain. For example,
when teaching an assessment course to college students, we do not allow them to
wear baseball caps (some write notes inside the bill), we allow them to use calcula-
tors (but not those with alphanumeric displays because notes can be programmed
into them), students must sit in every other file so that there is no one to their
immediate left or right, and we do not return the exams to students (to allow the
reuse of questions without fear of students having a file of previous questions),
although we do go over the exam with students individually if they wish. After the
first exam or two, students know the rules and seldom need to be reminded.

To the extent feasible, the same directions and cues should be used. For exam-
ple, a teacher might always announce a quiz in the same way: “Quiz time. Get
ready.” Directions for specific tests and quizzes may vary by content. For example,
for an oral reading probe the teacher may say, “When I say ‘start,” begin reading at
the top of the page. Try to read each word. If you don’t know the word, you can
skip it or T'll read it for you. At the end of a minute, I’ll say ‘stop.”” A teacher can
use similar directions for a math probe: “Write your name at the top of the paper.
When I say ‘start,” begin writing your answers. Write neatly. If you don’t know an
answer, you can skip it. At the end of a minute, I'll say ‘stop.””

Create Assessment Stations

An assessment station is a place where individual testing can occur within a class-
room. An assessment station should be large enough for an adult and student
to work comfortably and be free of distractions. Stations are often placed in the
back of the classroom, with chairs or desks facing the back wall and portable
dividers walling off the left and right sides of the workspace.

Assessment stations allow classroom testing to occur concurrently with other
classroom activities. They allow a teacher or an aide to test students or students
to self-test. Student responses can be corrected during or after testing.

Prepare Assessment Materials

The first consideration in preparing assessment materials is that the assessment
must match the instruction. Unless there is a good match between what is taught
and what is tested, test results will lack validity. The best way for assessments to
match curriculum is to use the actual content and formats that are used in instruc-
tion. For example, to assess mastery of addition facts that have been taught as num-
ber sentences, one would assess using number sentences as shown in Figure 8.1.!
If generic assessment devices are already available, there is no reason not to
use them if they are appropriate. By appropriate, we mean that they represent
measurement of the skills and knowledge that are part of the student’s instruc-
tion. One advantage to using existing assessment devices is that many have been
developed to ensure that the probes are of similar difficulty level across a year
such that they can truly measure student progress over time. Now that Internet

'Obviously, if testing is done to assess generalization or application of material, test content and
perhaps formats will vary from those used during instruction.
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Matching Math Content to
Assessment
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How Addition Facts Are Taught

2+5=__ 6+3=__ 4+4=__
How Addition Facts Should Be Tested

6+3=__ 4+4=__ 2+5=__
How Addition Facts Should Not Be Tested

What are 2 and 5?
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access is practically universal, teachers only need to go to their favorite search
engine and search for reading, writing, or math probes. They will find numerous
sites that generate a variety of probes. However, it is important to recognize that
not all existing probes are developed such that they are of equal difficulty level.
Although there is evidence suggesting that various progress monitoring tools in
reading are reliable and sensitive to student achievement gains, much less research
has been conducted to demonstrate that existing tools in other areas (for example,
math and writing) have adequate reliability for measuring progress over time.
The National Center on Student Progress Monitoring provides information on
whether various existing tools meet standards for effective progress monitoring
(see http://www.studentprogress.org/chart/chart.asp).

Computer software can be used to facilitate probe and quiz preparation. For
example, Microsoft Word has a feature that provides summary data for print
documents, including the number of words and the reading level. Any spreadsheet
program allows the interchange of rows and columns so that a practically infinite
number of parallel probes for word reading or math calculations can be created.

There is no need for teachers to create new assessment materials when they test
the same content during subsequent semesters unless, of course, their instruction
has changed enough to necessitate changing their tests. Tests, probes, projects, and
other assessment devices take time to develop, and it is more efficient to use them
again rather than start over. Like any other teaching material, tests may require
revision. Sometimes a seemingly wonderful story starter used to measure writing
skills does not work well with students. It is generally better to start the revision
process while the problems or ideas are fresh—that is, immediately after a teacher
has noticed that the tests are not working well. Sometimes all that is needed is a
comment on the test that documents the problem. For example, “students didn’t
like the story starter.” Sometimes the course of action is obvious: “Words are too
small—need bigger font and more space between words.” If possible, teachers
should make the revisions to the assessment materials as soon as they have a few
moments of free time. Otherwise, the problems may be forgotten until the next
time the teacher wants to use the test.

Organize Materials

When assessment materials have been developed and perhaps revised, the major
management problem is retrieval—both remembering that there are materials and
where those materials are located. This problem is solved by organizing materials
and maintaining a filing system.
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One organizational strategy is to use codes. Teachers commonly color code tests
and teaching materials. For example, instructional and assessment materials for oral
reading might be located in folders with red tabs, whereas those for math may have
blue tabs. Within content areas or units, codes may be based on instructional goals.
For example, in reading, a teacher may have 10 folders with red tabs for regular
C-V-C (consonant-short vowel-consonant) words. Student materials may be kept
in different locations, such as a filing cabinet for reading probes with different draw-
ers for different goals. Once the materials have been organized, teachers need only
resupply their files at the beginning of each year (or semester in secondary schools).

Involve Others

The process of assessment mainly requires professional judgment at two steps:
(1) creating the assessment device and the procedures for its administration and
(2) interpreting the results of the assessment. The other steps in the assessment
process are routine and require only minimal training, not extensive professional
expertise. Thus, although teachers must develop and interpret assessments, other
adults or the students can be trained to conduct the assessments. Getting help
with the actual administration of a test or probe frees teachers to perform other
tasks that require professional judgment or skills while still providing the assess-
ment data needed to guide instruction.

Data Displays

After performances are scored, they must be recorded. Although tables and grade
books are commonly used, they are not nearly as useful as charts and graphs.
These displays greatly facilitate interpretation and decision making. There are
two commonly used types of charts: equal interval and standard celeration charts.
Both types of chart share common graphing conventions as shown in Figure 8.2.
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Phil Self-Administers a Probe

After instruction and guided practice, Phil knows 4. He says the probe number and then sets the timer

how to take his reading probes. He goes to the assess-
ment center and follows the steps posted on the s

for 2 minutes.

. He reads aloud into the tape recorder until the

divider.

1.

He checks his probe schedule and sees that he is
supposed to take 2-minute oral reading probe
No. 17.

timer rings.

. He stops the tape recorder, ejects it, and places it

in the inbox on his teacher’s desk.

2. He goes to the file, gets a copy of the probe, and
lays it face up on the desk. He inserts a blank
audio cassette into the tape recorder and rewinds
to the beginning of the tape.

3. After locating the 3-minute timer on the desk, he
starts recording.

Phil then returns to his seat and begins working. At
a convenient time, his teacher or the aide gets a copy of
the probe that Phil read, slides it into an acetate cover,
and notes errors on the cover, tallies the errors, calcu-
lates Phil’s scores, and enters them on his chart. Then
the teacher rewinds Phil’s tape, wipes the acetate cover
clean, and places the probe back into the file for reuse.

The vertical (y) axis indicates the amount of the variable (that is, its
frequency, percent correct, rate of correct responses, and so forth). The axis is
labeled (for example, correct responses per minute).

The horizontal (x) axis indicates time, usually sessions or days. The axis is
labeled (for example, school days).

Dots represent performances on specific days; a dot’s location on the chart is
the intersection of the day or session in which the performance occurred and
the amount (for example, rate) of performance.

Dots for performances on the same behavior or skill are connected. For
example, performance in orally reading material written at the beginning
first-grade level would be connected; performance in orally reading material
written at the middle first-grade level would be connected but not connected
to the performances on beginning first-grade material.

Vertical lines separate different types of performances or different
intervention conditions.

Charts contain identifying data, such as the student’s name and the objective
being measured.

Two types of charts are used in special education: equal-interval charts and

standard celeration charts. The difference between the two types of charts con-
cerns the calibration of the vertical axis.

Equal-interval charts are most likely to be familiar to beginning educators.
On these charts, the differences between adjacent points are additive and equal.



150

Standard Celeration Chart

Chapter 8 ©' Managing Classroom Assessment

The difference between one and two correct is the same as the difference between
50 and 51 correct. Figure 8.2 is an equal-interval graph.

Standard celeration charts (also called standard behavior charts, semiloga-
rithmic charts, or seven cycle charts) are based on the principle that changes
(increases or decreases) in the frequency of behavior within a specified time (for
example, number of correct responses per minute) are multiplicative, not addi-
tive. That is, the change from one correct to two correct is 100 percent and is
the same as the change from 50 to 100. On daily celeration charts, the abscissa
(x-axis) is divided into 140 days (that can be used as sessions). On the ordinate
(y-axis), frequencies range from one per day to thousands per minute. A line from
the bottom left corner of the chart to the top right corner indicates behavior that
has doubled; any line parallel to that diagonal line similarly indicates behavior
that has doubled. A line from the top left corner of the chart to the bottom right
corner indicates that the behavior has reduced by half, and any diagonal line that
is parallel to that line also indicates the behavior has halved. Figure 8.3 is a stan-
dard celeration day chart.

Although standard celeration charts allow one to see percentage change
directly, it does not appear to matter which type of graph is used in terms of stu-
dent achievement (Fuchs & Fuchs, 1987).

The benefits of charting student progress have been well documented since
the 1960s. In general, students whose teachers chart pupil behavior have better
achievement than students whose teachers do not chart. Students who chart their
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own performance have better achievement than students who do not chart their
achievement. Finally, achievement tends to be best when both teachers and stu-
dents chart pupil progress (see, for example, Fuchs & Fuchs, 1986).

Charting of data on student progress can help educators discern whether a
student is making progress. After a baseline performance level is established,
goals are typically set to assist with decision making. Goals may be set to ensure
students reach the level of proficiency needed for them to be developmentally on
track for a particular learning outcome (benchmark approach), or they can be
set using anticipated rates of growth established through prior research inves-
tigations, such as those described in Fuchs, Fuchs, Hamlett, Walz, & Germann
(1993).

Results from brief tests such as those frequently used to monitor prog-
ress can fluctuate, making it difficult to know whether the student is making
progress toward meeting a goal. Sometimes fluctuations in performance are due
to variations in the difficulty level of the test presented, sometimes they are due
to student characteristics unrelated to what the test is intended to measure (for
example, interest level and concentration level), and sometimes they are due to
changes in student achievement, which are what you are intending to detect.

If a student is not improving in achievement at a rate needed to meet a prede-
termined goal, it is important that changes be made in instruction. However, given
that there may be substantial fluctuation in the measures taken, how can we truly
know whether the student is failing to make progress? Several decision-making
strategies have been developed to help make appropriate decisions using progress
monitoring data.

Four-point rule: Once a goal or aimline has been drawn, each data point collected
after the determination of initial performance should be plotted soon after each
probe is administered. If four consecutive data points fall below the goal line, a
teaching change or intervention is considered warranted.

Parallel rule: Educators can draw an aimline as previously discussed. After
several data points are collected, the trend in the student’s performance can
be compared to the aimline. If the instructional goal is the acquisition of
a skill, the desired trendline is above the aimline and should be parallel or
rise more steeply than the aimline. If the trendline does not meet the above
criteria, instruction should be modified.

As people have recognized the benefits of frequent measurement of student learn-
ing, many educational systems have implemented systemwide changes that sup-
port progress monitoring efforts and have provided intervention as needed to
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those students who are not making adequate progress. The reauthorization of the
Individuals with Disabilities Education Act in 2004 indicated that Response-to-
Intervention can be used to identify students in need of special education services,
so many educational agencies are incorporating systematic procedures for man-
aging progress monitoring data and using such data to make a variety of deci-
sions. Table 8.1 provides information on some projects that have supported such
efforts. An expanded description of an educational agency that has been involved
in systematic progress monitoring and using the collected data to inform decision
making, namely the Heartland Area Education Agency, is provided in the follow-
ing section.

Heartland Area Education Agency and the lowa
Problem-Solving Model

School personnel in the Heartland Education Agency in central lowa were among
the first in the nation to implement a formal model of problem solving that
included direct and frequent assessment of student response to instruction. The
model began to be implemented in approximately 1990 as part of an effort by the
Iowa Department of Education to move away from a traditional service delivery
model in which students were identified as having a disability based primarily on
results from commercial norm-referenced testing and toward a problem-solving
model in which the goal was to identify what interventions worked for a student
and possibly qualify a student for services if it was identified that special edu-
cation services were necessary for the student to make progress. The problem-
solving model was initially implemented with individual students, but now many
Towa schools are also using problem solving to analyze data and target interven-
tion toward schoolwide problems.

The Iowa problem-solving model had its origins in early work on behavioral
consultation (Bergan, 1977; Tharp & Wetzel, 1969), and formal steps in problem
solving were used with individual students. The steps are illustrated in Figure 8.4.
When students experience academic difficulties, education professionals conduct
an assessment to ascertain the difference between expected and actual student
behavior or performance. Data are collected in an effort to clearly define the
problem, determine why it is occurring, and identify an intervention that has a
high likelihood of success. A plan is developed for addressing the problem, the
plan is implemented, and the plan is evaluated using data from progress monitor-
ing. “The process of defining problems, developing plans, implementing plans,
and evaluating effectiveness is used with a greater degree of specificity and with
additional resources as the intensity and severity of problems increases” (Grimes
& Kurns, 2003).

In the past, this process has been applied at four different levels to address
individual student problems of varying severity and need for resources. Recently,
the model has been refined to address problems from a schoolwide perspective
using a three-tier overlay to the traditional four-tier model. Core instruction
is considered the “universal intervention,” or the set of experiences that stu-
dents receive in general education. It is argued that “the most efficient manner
of improving student performance is through the provision of an effective core
curriculum and then early determination of performance gaps for students whose
performance is not keeping pace with expectations” (Grimes & Kurns, 2003).
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Projects Involving Systematic Progress Monitoring in School Districts

Decisions When
Made Using Was the
Progress Associated Source
Agency or Grades Monitoring Project with More
Project Location Areas Targeted Targeted Data?® Started? Information
Heartland Various Reading, PreK-12 Screening, First applied Grimes & Kurns
Area districts in writing, progress in the early (2003)
Education central [owa  math, social- monitoring, 1990s
Agency behavioral, instructional
task-related planning,
behavior resource
allocation
program
evaluation,
eligibility
Ohio Various Learning and Elementary Progress First sys- McNamara
Intervention districts behavior monitoring, tematically (1998)
Based throughout eligibility applied in the
Assessment Ohio early 1990s
Minneapolis Minneapolis ~ Academic and Elementary Screening, 1994 Marston,
Problem- public behavior and progress Muyskens, Lau,
Solving schools secondary monitoring, & Canter (2003)
Model eligibility
Pennsylvania Mandated Academic and Elementary Progress 1990 Kovaleski &
Instructional in school behavior monitoring Glew (2006)
Support districts in for selected
Teams Pennsylvania students
prior to 1997 prior to full
evaluation
Michigan Various Academic and Elementary Screening, 2003 http://www.
Integrated schools behavior progress cenmi.org/miblsi
Behavior and  throughout monitoring,
Learning Michigan instructional
Support planning,
Initiative program
evaluation

“The decisions listed in this column were based on documents that were publicly available at the time this chapter was written.
Since that time, the model programs may have published documents about other decisions for which they were using progress
data or they may have added other decisions.

Tier 2, sometimes called secondary intervention (we labeled it targeted
instruction), consists of (1) implementation of specific educational interventions
for students experiencing academic and behavior problems and (2) systematic
assessment of the extent to which those interventions are successful in enabling
the student to improve in functioning and to be more like his or her peers. Tier 3
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FIGURE 8.4
Problem-Solving Process

SOURCE: From Grimes, J. and
Kurns, S. (2003). Response to
Intervention: Heartland’s model
of prevention and intervention.
National Center on Learning
Disabilities and Responsiveness
to Intervention Symposium
sponsored by NCLD, Kansas
City, MO, December 4-5, 2003.
Reprinted by permission of

Jeff Grimes.

FIGURE 8.5
Heartland Problem-Solving
Approach

SOURCE: Heartland Area
Education Agency, Johnston,
Iowa. Reprinted by permission.
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Problem Definition/Problem Analysis
What is the problem and why is it happening?
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Evaluation Planning
What are we
Is our plan .
working? going to do
about it?

w K

Implementation
Are we implementing as designed?
Is the student making progress?

interventions are intensive interventions for students who do not profit from tier
2 interventions, and they may include special education services. The Heartland
problem-solving approach is shown in Figure 8.5.

Assessment within the Heartland problem-solving model typically consists
of periodic measurement of the progress of all students in general education
settings. Devices such as the Dynamic Indicators of Basic Early Literacy Skills
(DIBELS) (Good & Kaminski, 2002) are administered periodically (several times
a year), and students who fail to perform as well as their peers are identified for
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problem-solving intervention within tier 2 or tier 3 of the schoolwide model. It
is possible at tier 1 to engage in continuous assessment of the progress of all stu-
dents toward state or district standards. The technology exists for enabling school
personnel to do this (for example, using Accelerated Math or Yearly Progress
Pro) on a continuous rather than periodic basis. Within Heartland, school teams
are developed to systematically examine schoolwide student performance data in
relationship to the school curriculum, instruction, and environment in order to
identify whether intervention is needed and how intervention could most effec-
tively be targeted.

The needs of many students who fail to demonstrate satisfactory performance
and progress according to tier 1 schoolwide data collection devices are referred
for additional assessment at tier 2. This typically includes approximately 10 to 15
percent of the school population. Interventions are selected by school personnel to
target identified needs, and progress is monitored on a biweekly or monthly basis
using tools such as DIBELS or curriculum-based measurement methodologies
derived from the early work of Deno, D. Fuchs, L. Fuchs, and Shinn (Deno,
1985; Deno & Fuchs, 1987; Shinn, 1989; L. Fuchs et al., 1984). Teams work-
ing through the problem-solving process at tier 2 may include professionals with
greater expertise in curriculum-based evaluation (CBE; Howell & Nolet, 2000) to
assist with analyzing problems and developing interventions.

For those who fail to make appropriate progress using tier 2 intervention,
assessment at tier 3 may occur, and it typically involves the expertise of a special-
ist (school psychologist, educational consultant, or social worker) in the given
area of concern. CBE is used to more systematically examine the nature of the
individual pupil’s problem and to collect data that can link to a potentially highly
effective intervention. Progress is measured very frequently (at least once weekly)
using curriculum-based measurement techniques, and the intervention is modified
as needed. Special education support may be considered for students requiring a
continued high level of support to make adequate progress.

(“APT[R COMPRE“ENSION QUESTIONS 3. Provide two methods for setting goals and two

methods for making decisions using progress

Write your answers to each of the following questions, monitoring data.

and then compare your responses to the text or the study
guide.

1. Name and describe three characteristics of effective
testing programs.

2. What are three resources that you can use for setting
up a plan for managing data collection and analysis in
a classroom?

. Describe two projects that have been implemented

on a systemwide level to encourage collection,
analysis, and use of classroom assessment data.
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Assessment: Using Formal
Measures

e chapters in Part 3 describe the most
common domains in which assessment
of processes (or abilities) and products (or
skills) are conducted. With the exception of
“How to Evaluate a Test” (Chapter 9), each
chapter in this part focuses on a different
process or skill domain and opens with
an explanation of why the domain is assessed.
We next provide a general overview of the
components of the domain (that is, the behaviors
that are usually assessed) and then discuss the
more commonly used tests within the domain.
Each chapter concludes with some suggestions for
coping with problems in assessing the domain, and
a set of chapter comprehension questions.

The criteria we used in selecting and reviewing
specific tests warrant some discussion. First, in
selecting tests we could not, and did not, include
all the available measures for each domain. Rather,
we tried to select representative and commonly
used devices in each area. We moved some
reviews that were included in previous editions of
this textbook to the website for the book. And, as
new tests become available, we will review them
and include the reviews on the website. Readers
interested in tests not reviewed in this book may
want to consult the website first, then consult
books devoted entirely to test reviews, such as
Buros's Mental Measurements Yearbooks.

Second, in evaluating the technical adequacy
of each test, we restricted our evaluation to
information in the test manuals. There were two
reasons for this decision: (1) As stated in the
Standards for Educational and Psychological Testing
(AERA et al., 1999), test authors are responsible
for providing all necessary technical information
in their test manuals. The test authors must have

some basis for claiming that their tests are valid.
Therefore, we searched the manuals for technical
information that supports the test authors'
contentions. (2) An attempt to include the vast
body of research literature on commonly used
tests would have resulted in a multivolume opus
that would be impossible to publish as a current
work. Entire books have been written on the
subject of using and interpreting single tests.

In reviewing each test, we always use the same
format. \We describe the general format of the test
and the specific behaviors that the test is designed
to sample; these descriptions allow the reader to
evaluate the extent to which specific tests sample
the domain. Next, we describe the kinds of scores
that the test provides for the practitioner; this gives
information about the meaning and interpretation
of those scores. Subsequently, we examine the
standardization sample for each test; this enables
the reader to judge—recalling the discussion in
Chapter 3, “Test Scores and How to Use Them"—
the adequacy of the norm group and evaluate the
appropriateness of each test for use with specific
populations of students. After that, we evaluate the
evidence of reliability and validity for each test, using
the standards set forth in Chapter 4, “Technical
Adequacy.” Finally, we give a summary of each test.

\We urge our readers to examine the research
on tests in which they might be interested. Test
users are ultimately responsible for test selection
and interpretation. Thus, if you are considering using
a particular test that has incomplete or inadequate
technical characteristics, it is your responsibility
to demonstrate its validity. Current research may
provide the support you need to demonstrate the
validity of your assessment. Therefore, we urge our
readers to go beyond our reviews.



How to Evaluate a Test

Chapter Goals
Understand the Understand that
considerations reviewing a test
in selecting a test to requires an analysis
review. of the test's purpose,

content and assessment
procedures, scores and
norms, and reliability
and validity in order

to reach a summative
evaluation.
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Selecting a Test to Review

THE FIRST STEP IN EVALUATING A TEST IS TO CHOOSE A TEST TO EVALUATE. UNLESS
we know the specific test we want to evaluate, our first task is to find a test to
use. It is usually necessary to conduct a pre-review of the available tests in the
domain of interest (for example, individually administered reading tests). Current
publisher’s catalogs or a reference work [for example, Tests, Sixth Edition—A
Comprehensive Reference for Assessments in Psychology, Education, and Business
(Maddox, 2008)] can generally help us hone in on a few tests for further review.!

In this honing-in phase, we concentrate on five questions that can be answered
with information in a test catalog or reference text:

1. What is the domain we want to test? Usually, we can find suitable tests by
simply reading test names.

2. Are we qualified to administer the test? Some tests require special training to
administer or specific licenses or credentials to purchase.

W

Can the test be used appropriately with students of the age or grade in which
we are interested?

4. Can the test be administered to groups or must it be individually
administered? If we are interested in testing one student or a group of
students, a group administered test can be used appropriately. However, if we
are going to be testing groups of students, an individually administered test
cannot be given; we must use a group test.

5. How old is the test? Generally, tests that were published 15 or more years ago
are dated and should not be used unless absolutely necessary (for example,
it is the only test available to assess a specific domain or the newer tests lack
adequate norms, reliability, or validity). Also, it is also a good idea to contact
the publisher to make sure that you are considering the most recent version
of a test. It is a waste of time to evaluate a test that is not the latest edition or
one that will be replaced soon by a newer version.

The next step is to acquire all of the relevant materials. Usually, this means
contacting a test publisher and obtaining a specimen kit and any supplementary
manuals that are available. Sometimes publishers will give or lend specimen kits;
sometimes they must be purchased. Tests are not just sold by the company that owns
the copyright; the same test kit may be sold by several publishers. Usually, the com-
pany that owns the copyright on a test is more willing to provide a specimen kit.

The last step in preparing to evaluate a test is to prepare the work area. For
most of us, test materials are not spellbinding. Thus, the workspace in which
the evaluation is conducted should not be conducive to nodding off. It is also
a good idea to have a copy of Standards for Educational and Psychological
Testing developed by the American Educational Research Association (AERA),
American Psychological Association, and the National Council on Measurement
in Education (1999). The standards provide guidelines about the kinds of evi-
dence that should be used to evaluate a test’s usefulness.

Tt is cumbersome and time-consuming, but one can visit the websites of specific publishers (such as
Harcourt) to find out what tests they have in a domain of interest.
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How Do We Review a Test?

Test users must determine if a test will result in accurate and appropriate infer-
ences about the specific students who will be assessed. This and other books can
only evaluate tests in terms of their general usefulness. There are so many idio-
syncratic student characteristics and life circumstances that it is impossible to
consider a test’s usefulness with all possible combinations of characteristics and
circumstances in a general assessment text.

In evaluating the general accuracy and appropriateness of inferences drawn
from students’ test performances, we rely on Standards for Educational and
Psychological Testing (American Educational Research Association, American
Psychological Association, and the National Council on Measurement in Edu-
cation, 1999). However, our examination goes beyond checking to determine if
specific information relating to important standards is provided; we also consider
the quality of the evidence presented. Evaluating the evidence presented in test
materials requires a “prove or show me” mind-set. Test authors must demonstrate
to potential users that their tests provide accurate educational and psychological
information that can be properly used to draw inferences about students. One
should not rely on test authors to admit that their test was poorly normed because
there was no money to pay testers or their test was unreliable because they devel-
oped too few test items. One should expect that test authors will tend to put the
best face on their tests.

Our first task is to locate the evidence presented by the author. Often, we
find neatly organized test manuals that have useful chapter titles, subsections,
and indexes so that we can readily find the sections we seek (for example, reli-
ability). Even when a test manual is organized carefully, we often must extract the
evidence we are seeking from large tables or appendices.

When test materials are not well organized or use idiosyncratic terminology,
locating the evidence is more difficult. In such instances, we need to assemble all
materials. (Because we often need to have all of them open at once, we will need
a large workspace). Then we begin reading and making notes on the topics of
interest, using different sheets of paper for the various topics of interest: purpose,
content, testing procedures, scores, norms, reliability, and validity. It does not
matter where one starts; however, validity and usefulness of inferences based on
test scores are better left for last.

Test Purposes

Our search begins by finding the uses that the author recommends for a test.
For example, the authors of the Gray Oral Reading Test (Wiederholt & Bryant,
2001, p. 4) state that their test is intended to (1) help identify students who are
significantly below their peers in oral reading proficiency, (2) aid in determin-
ing particular kinds of reading strengths and weaknesses, (3) document students’
progress in reading as a consequence of special intervention programs, and (4) be
used in research of the abilities of school children. Thus, in evaluating the Gray
Oral or any other test, we look for evidence that the test can be used effectively
for the purposes intended by the test authors.
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Test Content and Assessment Procedures

We first look for a definition of the domain being assessed. The adequacy and
usefulness of test interpretations depend on the rigor with which the purposes of
the test and the domain represented by the test have been defined and explained
(AERA et al., 1999, p. 43).

Some test manuals contain extensive descriptions of the domains they assess.
Other manuals merely name the domains, and those names can imply a far broader
assessment than the test content actually provides. For example, the Wide Range
Achievement Test 3 claims to measure reading. However, cursory examination of
the test’s content reveals that the test only assesses letter recognition, letter naming,
and saying words in isolation. It does not assess accuracy and fluency of reading
connected discourse (for example, prose); it does not assess comprehension.

We also examine testing procedures. Some tests use very tight testing proce-
dures; the test specifies exactly how test materials are to be presented, how test
questions are to be asked, if and when questions can be restated or rephrased, and
how and when students can be asked to explain or elaborate on their answers.
Other tests use loose testing procedures—that is, flexible directions and pro-
cedures. In either case, the directions and procedures should contain sufficient
detail so that test takers can respond to a task in the manner that the author
intended (AERA et al., 1999, p. 47). When test authors provide adaptations and
accommodations for students who lack the enabling skills to take the test in
the usual manner, the author should provide evidence that the adaptations and
accommodations produce scores with the same meaning as those produced by
nonadapted, nonaccommodated procedures. Generally, the more flexible the
materials and directions, the more valid the test results will be for students with
severe disabilities. For example, the Scales of Independent Behavior-Revised can
be administered to any respondent who is thoroughly familiar with the person
being assessed.

It is also necessary to examine how test content is tested. Specifically, we look
for evidence that the test’s content and scoring procedures represent the defined
domain (AERA et al., 1999, p. 45). Evidence may include any of the following,
alone or in combination:

Comparisons of tested content with some external standard. For example,
the National Council of Teachers of Mathematics has explicated extensive
standards for what and how mathematical knowledge should be tested.

Comparisons of tested content with the content tested by other accepted tests.
Expert opinion.

Reasoned rationale for the inclusion and exclusion of test content as well as
assessment procedures.

Scores

First, we consider the types of derived scores available on a test. This should be
the most straightforward aspect of gathering and evaluating evidence about a test.
Information about the types of scores might be found in several places: in a section
on scoring the test, in a description of the norms, in a separate section on scores,
in a section on interpreting scores, on the scoring form, or in norm tables.
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Next, we must consider if the types of scores lead to correct inferences about
students. For example, norm-referenced scores lead to inferences about a student’s
relative standing on the skills or abilities tested. Such scores are appropriate when
a student is being compared to other students, for example, when trying to deter-
mine if a student is lagging behind peers significantly. Such scores are not appro-
priate when trying to determine if a student has acquired specific information
(for example, knows the meaning of various traffic signs) or skills (for example,
can read fluently material at grade level). On the other hand, knowing that a
student can perform accurately and fluently with grade level material provides no
information about how that performance compares to the performances of other
similarly situated students.?

If test authors use unique kinds of scores (or even scores that they create), it is
their responsibility to define the scores. For example, the authors of the Woodcock-
Johnson Psychoeducational Battery created a “W-Score” as one unit of analysis.
They define the score and give examples of how to use it. We always look to see
if the explanation of scores is clear, if they assume a great deal of technical knowl-
edge that typical users cannot be expected to have (such as teacher knowledge of
Rasch? item calibrating procedures), or if the derivation and use of scores are clear.

Norms

Whenever a student’s score is interpreted by comparing it to scores earned by a
reference population (that is, scores earned by other test takers who comprise
the normative sample), the reference population must be clearly and carefully
described (AERA et al., 1999, p. 51). For example, whenever a student’s perfor-
mance is converted to a percentile or some other derived score, it is essential that
those students who make up the normative sample be of sufficient number and
relevant characteristics.

In evaluating a test’s norms, we must first determine the groups to which
students’ performances are actually compared.

Most often, a student’s score is never intended to be compared to the scores
of all of the students in the normative sample. Rather, a student’s score is usually
compared to the scores of same-age (or same-grade) students; sometimes they are
compared to same-age (or -grade) and same-sex students. To ascertain to whom a
student’s score is compared, we usually need only inspect a manual’s conversion
tables or read their description in the manual.

A word of caution is warranted. In developing test norms, several thousand
students may actually be tested, but not all of those students’ scores may be used.
Scores might be dropped for any one of several reasons:

Demographic data are missing (for example, a student’s gender or age might
not be noted).

A student failed to complete the test or an examiner inadvertently failed to
administer all items.

2We repeat the warning that grade equivalents do not indicate the level of materials at which a student
is instructional. A grade equivalent of 3.0 does not indicate that a student is accurate or fluent in 3.0
materials. More likely, 3.0 materials are far too difficult for a person with a grade equivalent of 3.0.
*More information about Rasch scaling and item response theory is available for download on the
student website.
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A student failed to conform to criteria for inclusion in the norm group (for
example, he or she may be too old or too young).

A score may be an outlier (for example, a fifth grader may correctly answer
all of the questions that could be given to an adult).

Thus, the number of students initially tested will not be the same as the num-
ber of students in the norm group.*

Good norms are based on far more that just the age (or grade) and gender
of students. Norms must be generally representative of all students of that age
or grade. Thus, we would expect students from major racial and ethnic groups
(that is, Caucasian Americans, African Americans, Asian Americans, and Hispanic
Americans) to be included. We would also expect students from throughout the
United States as well as students from urban, suburban, and rural communities to
be included. Finally, we would expect students from all socioeconomic classes to
be included. Moreover, we would expect that the proportions of students from
each of these groups would be approximately the same as the proportions found
in the general population. Therefore, we look for a systematic comparison of the
proportion of students with each characteristic to the general population for each
separate norm group. For example, when the score of a 9-year-old girl is compared
to those of 9-year-old girls in general, we look for evidence that the norm group
of 9-year-old girls (1) consists of the correct proportions of Caucasian Americans,
African Americans, and Asian Americans, (2) contains the correct proportion of
Hispanic students, (3) contains the correct proportion of students from each region
of the country and each type of community, and so forth. Because some authors
do not use weighting procedures, we do not expect perfect congruence with the
population proportions. However, when the majority group’s proportion differs
by 5 or more percent from its proportion in the general population, we believe the
norms may have problems. (We recognize that this is an arbitrary criterion; but it
seems generally reasonable to us.)

Reliability

For every score that is recommended for interpretation, a test author must provide
evidence of reliability. First, every score means all domain and norm comparisons
scores. Domain scores are scores for each area or subarea that can be interpreted
appropriately. For example, an author of an achievement test might recommend
interpreting scores for reading, written language, and mathematics; an author
might recommend interpreting scores for oral reading and reading comprehen-
sion, whereas another author might use oral reading and reading comprehension
as intermediate calculations that should not be interpreted. Next, norm compari-
son means each normative group to which a person’s score could be compared
(for example, a reading score for third-grade girls, for second-grade boys, or for
fifth graders). Thus, if an author provides whole year norms for students (boys
and girls combined) in the first through third grades in reading and mathemat-
ics, there should be reliability information for 6 scores—that is, 3 (grades) mul-
tiplied by 2 (subject matter areas). If there were whole year norms for students

“The difference between the number of students tested and the number of students actually used in the
norms is of relevance only when a number of students are dropped and the validity of the norming
process is therefore called into question.
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in the first through the twelfth grades in three subject matter areas, there would
be 36 recommended scores—that is, 12 grades multiplied by 3 subject matter
areas. In practice, it is not unusual to see reliability information for 100 or more
domain-by-age (or grade) scores.’

As we have already learned, reliability is not a unitary concept. It refers to
the consistency with which a test samples items from a domain (that is, item reli-
ability), to the stability of scores over time, and to the consistency that testers
score responses. Information about a test’s item reliability as well as its stability
estimates must be presented; these indices are necessary for all tests. Information
about interscorer reliability is only required when scoring is difficult or not highly
objective. Thus, we expect to see estimates of item reliability and stability (and
perhaps interscorer agreement) for each domain or subdomain by norm-group
combination. If there are normative comparisons for reading and mathematics for
students in the first through third grades, and item reliability and stability were
estimated, there would be 12 reliability estimates: 6 estimates of item reliability
for reading and mathematics at each grade and 6 estimates of stability for reading
and mathematics at each grade.

Given modern computer technology, there is really no excuse for failing to
provide all estimates of internal consistency. Collecting evidence of a test’s stabil-
ity is far more expensive and time-consuming. Thus, we often find incomplete
stability data. This can occur in a couple of ways. One way is for authors to report
an average stability by using standard scores from a sample that represents the
entire age or grade range of the test.® Although this procedure gives an idea of the
test’s stability in general, it provides no information about the stability of scores at
a particular age or grade. Another way authors incompletely report stability data
is to provide data for selected ages (or age ranges) that span a test’s age range. For
example, if a test was intended for students in kindergarten through sixth grade,
an author might report stability for first, third, and fifth grades.

It is not enough, however, for a test merely to contain the necessary reli-
ability estimates. Every reliability estimate should be sufficient for every purpose
for which the test was intended. Thus, tests (or subtests) used in making impor-
tant educational decisions for students should have reliability estimates of .90 or
higher. Also, each test (and subtest) must have sufficient reliability for each age or
grade at which it is used. For example, if a reading test was highly reliable for all
grades except second grade, it would not be suitable for use with second graders.

Finally, when test scoring is subjective, evidence of interscorer agreement must
be provided. Failure to report this type of evidence severely limits the utility of a
test.

B vaidity

The evaluation of a test’s general validity can be the most complicated aspect of
test evaluation. Strictly speaking, a test found lacking in its content, procedures,
scores, norms, or reliability cannot yield valid inferences. Regardless of the domains

SNote that information about reliability coefficients applies to any type of score (for example, stan-
dard scores, raw scores, and so forth). Information about standard errors of measurement is specific
to each type of score.

®Using raw scores would overestimate the test’s stability if raw scores were correlated with age or
grade.
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they assess, all tests should present convincing evidence of general validity. General
validity refers to evidence that a test measures what its authors claim it measures.
Thus, we would expect some evidence for content validity, criterion-related validity,
and construct validity.

However, we expect more. Test authors should also present evidence that
their test leads to valid inferences for each recommended purpose of the test.
For example, if test authors claim their test can be used to identify students with
learning disabilities, we would expect to see evidence that use of the test leads to
correct inferences about the presence of a disability. When these inferences rely
on the use of cutoff scores, there should be evidence that a specific cutoff score
is valid. Similarly, if test authors claim their test is useful in planning instruction,
evidence is needed. Evidence for a standardized test’s utility in planning instruc-
tion would consist of data showing how a test score or profile can be used to find
instructional starting points—and the accuracy of those starting points.

Making a Summative Evaluation

In reaching an overall evaluation of a test, it is a good idea to remember that it is
the test authors’ responsibility to convince potential test users of the usefulness
of their test. However, once you use a test, you—not the test author—become
responsible for test-based inferences.

Test-based inferences can only be correct when a test is properly normed,
yields reliable scores, and has evidence for its general validity. If evidence for any
one of these components is lacking or insufficient (for example, the norms are
inadequate or the scores are unreliable), then the inferences cannot be trusted.
Having found that a test is generally useful, it is still necessary to determine if it is
appropriately used with the specific students you intend to test. Of course, a test
that is not generally useful will not be useful with a specific student.

(“APT[R (OMPRE“ENSION QUESTIONS 2. What kinds of evidence should test authors provide to

support the uses they recommend for their test?

Write your answers to each of the following questions, 3. What kinds of evidence should test authors provide to
and then compare your responses to the text or the study support the interpretations that they recommend for
guide. their test?

1. What are five questions that you should ask when
choosing a test for careful review?



Assessment of Academic
Achievement with Multiple-Skill
Devices

Chapter Goals

Know factors to
consider in selecting
an achievement test.

Be able to describe

and compare
representative
achievement tests.

166

Know the categories

of achievement
tests: group versus
individual, norm
referenced versus
standards referenced,
multiple skill versus
single skill, and
diagnostic versus
survey.

Know major

dilemmas in the
current practice of
achievement testing.

Know the reasons
why we assess
academic achievement.

Know how to get
the most out of an
achievement test.
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achievement normative update Wide Range Achievement

attainment Stanford Achievement Test

norm referenced Test (SESAT, SAT, TASK)  Diagnostic

standards TerraNova Achievement Battery
referenced Wechsler Individual

diagnostic achievement Achievement Test
test Peabody Individual

instructional match Achievemnent Test

ACHIEVEMENT TESTS ARE THE MOST FREQUENTLY USED TESTS IN EDUCATIONAL
settings. Multiple-skill achievement tests evaluate knowledge and understand-
ing in several curricular areas, such as reading, science, and math. These tests
are intended to assess the extent to which students have profited from school-
ing and other life experiences, compared with other students of the same age
or grade. Consequently, most achievement tests are norm referenced, although
some are standards-referenced measures. Norm-referenced and standards-
referenced achievement tests are designed in consultation with subject matter
experts and are believed to reflect national curricula and national curricular
trends in general.

Achievement tests can be classified along several dimensions; perhaps
the most important one describes their specificity and density of content.
Diagnostic achievement tests have dense content; they have many more items
to assess specific skills and concepts and allow finer analyses to pinpoint spe-
cific strengths and weaknesses in academic development. Tests with fewer items
per skill allow comparisons among test takers but do not have enough items
to pinpoint students’ strengths and weaknesses. These tests may still be useful
for estimating a student’s current general level of functioning in comparison
with other students, and they estimate the extent to which an individual has
acquired the skills and concepts that other students of the same age or grade
have acquired.

Another important dimension is the number of students who can be tested at
once. Achievement tests are designed to be given to groups of students or to indi-
vidual students. Generally, group tests require students to read and either write or
mark answers; individually administered tests may require an examiner to read
questions to a student and may allow students to respond orally. The primary
advantage of individually administered tests is that they afford examiners the
opportunity to observe students working and solving problems. Therefore, exam-
iners can glean valuable qualitative information in addition to the quantitative
information that scores provide. Finally, a group test may be appropriately given
to one student at a time, but individual tests should not be given to a group of
students.

Table 10.1 shows the different categories of achievement tests. The Stanford
Achievement Test (SAT), for example, is both a norm-referenced and a standards-
referenced (objective-referenced), group-administered screening test that samples
skill development in many content areas. The Stanford Diagnostic Reading Test
(SDRT), detailed in Chapter 11, is both a norm-referenced, group-administered
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test and a standards-referenced, individually administered diagnostic test that
samples skill development strengths and weaknesses in the single skill of read-
ing. The SDRT is intended to provide a classroom teacher with a more detailed
analysis of students’ strengths and weaknesses in reading, which may be of assis-
tance in program planning and evaluation.

The most obvious advantage of multiple-skill achievement tests is that they
can provide teachers or administrators with data showing the extent to which
their pupils have acquired information and skills. By using group-administered,
multiple-skill batteries, teachers and administrators can obtain a considerable
amount of information in a relatively short time. They are especially useful in
comparing classrooms, schools, districts, or individual students within those
settings.

Considerations for Selecting a Test

In selecting a multiple-skill achievement test, teachers must consider four factors:
content validity, stimulus—response modes, the standards used in his or her state,
and relevant norms. First, teachers must evaluate evidence for content validity,
the most important kind of validity for achievement tests. Many multiple-skill
tests have general content validity—the tests measure important concepts and
skills that are generally part of most curricula. This validity makes their content
suitable for assessing general attainment.! However, if a test is to be used to assess
the extent to which students have profited from school instruction—that is, to
measure student achievement—more than general content validity is required:
The test must match the instruction provided. Tests that do not match instruction
lack content validity, and decisions based on such tests should be restricted. When
making decisions about content validity for students with disabilities, educators
must consider the extent to which the student has had an opportunity to learn the
content of the test. Many students with disabilities are assigned to a curriculum
(often a functional curriculum) that differs from the curriculum to which non-
disabled students are exposed. These students are often assessed using the same
test that others take, but they are provided accommodations to compensate for
their disability (see Chapter 5). Many students with severe cognitive impairments
are given alternate assessments, and their performance is evaluated relative to
modified achievement standards or alternate achievement standards. We discuss
alternate assessment and modified assessment practices in Chapter 22.

Second, educators who use achievement tests for students with disabili-
ties need to consider whether the stimulus-response modes of subtests may be
exceptionally difficult for students with physical or motor problems. Tests that
are timed may be inappropriately difficult for students whose reading or motor
difficulties cause them to take more time on specific tasks. (Many of these issues
were described in greater detail in Chapter 5.)

'Recall the previous discussion on the distinction between attainment and achievement. Achievement
generally refers to content that has been learned as a product of schooling. Attainment is a broader term
referring to what individuals have learned as a result of both schooling and other life experiences.
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Third, educators must consider the state education standards for the state
in which they work. In doing so, they should examine the extent to which the
achievement test they select measures the content of their state standards.

Fourth, educational professionals must evaluate the adequacy of each test’s
norms by asking whether the normative group is composed of the kinds of
individuals with which they wish to compare their students. If a test is used to
estimate general attainment, a representative sample of students from throughout
the nation is preferred. However, if a test is used to estimate achievement in a
school system, local norms are probably better. Finally, teachers should examine
the extent to which a total test and its components have the reliability necessary
for making decisions about what students have learned.

A ——————
2 "‘w.hh R

Achievement tests are the most common kinds of tests administered in school.
Table 10.1 provides a list of commonly used tests and indicates the type of each test.
The Stanford Achievement Test (SAT 10), for example, is both a norm-referenced

TABLE 10.1 Commonly Used Achievement Tests
Ages/ NRT/
Test Author Publisher Year Grades Administered CRT  Subtests
Metropolitan Pearson 2002 Grades 1-10  Group NRT  Sounds and Print, Reading
Achievement Tests and 11/12 Vocabulary, Reading

(survey battery)

Comprehension, Open-Ended
Reading, Mathematics,
Mathematics Concepts

and Problem Solving,
Mathematics Computation,
Open-Ended Mathematics,
Language, Spelling, Open-
Ended Writing, Science,
Social Studies

Stanford
Achievement Test
Series

Pearson 2004 Grades Group NRT Sounds and Letters,
K-12 and  Word Study Skills, Word
CRT Reading, Sentence Reading,
Reading Vocabulary,

Reading Comprehension,
Mathematics, Mathematics
Problem Solving,
Mathematics Procedures,
Language, Spelling, Listening
to Words and Stories,
Listening, Environment,
Science, Social Science

continued on the next page
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TABLE 10.1

Commonly Used AchievementTests, continued

Ages/ NRT/
Test Author Publisher Year Grades Administered CRT  Subtests
TerraNova 3 CTB/ 2008 Grades Group NRT Reading, Language,
McGraw-Hill K-12 Mathematics, Science,
Social Studies
Kaufman Test Kaufman &  Pearson 1998 Grades 1-12  Individual NRT Reading, Decoding, Reading
of Educational Kaufman Comprehension, Mathematics
Achievement-II Application, Mathematics
Computation, Spelling
Peabody Dunn & Pearson 1998 Grades Individual NRT Mathematics, Reading
Individual Markwardt K-12 Recognition, Reading
Achievement Comprehension,
Test-Revised- Spelling, General
Normative update Information, Written
Expression
Wide Range Wilkinson &  Pro-Ed 2007 Ages 5-75 Individual NRT Word Reading, Sentence
Achievement Robertson Comprehension, Spelling,
Test—4 Math Computation
Woodcock— Woodcock, Riverside 2001 Ages 2-90+ Individual NRT  Story Recall, Picture
Johnson McGrew, Vocabulary, Understanding
Psychoeducational Mather Directions, Oral
Battery III Comprehension, Letter—
(reviewed in Word Identification,
Chapter 14) Word Attack, Passage
Comprehension, Reading
Vocabulary, Calculation,
Math Fluency, Applied
Problems, Quantitative
Concepts, Writing Samples,
Writing Fluency
Kaufman Kaufman &  Pearson 1983 Grades 1-12 Individual NRT Letter & Word Recognition,
Assessment Kaufman Reading Comprehension,
Battery for Phonological Awareness,
Children-2 Nonsense Word Decoding,

(reviewed on the
website under
Chapter 14)

Word Recognition

Fluency, Decoding Fluency,
Associational Fluency,
Naming Facility, Math
Concepts & Applications,
Math Computation, Written
Expression, Spelling,
Listening Comprehension,
Oral Expression
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Test Author Publisher

Ages/
Year Grades

Administered

NRT/
CRT

Subtests

Wechsler Wechsler Pearson
Individual

Achievement

Test-II

2001 Grades
pre-K-12

Individual

NRT

Word Reading, Reading
Comprehension, Pseudoword
Decoding, Numerical
Operations, Math Reasoning,
Spelling, Written Expression,
Listening Comprehension,
Oral Expression

Towa Tests of Riverside
Basic Skills

2001 Grades K-8

Group

CRT

Vocabulary, Reading/Reading
Comprehension, Listening,
Language, Mathematics,
Social Studies, Science,
Sources of Information

Metropolitan Pearson
Achievement Tests

(instructional

battery)

2002 Grades
K-12

Group

CRT

Sounds and Print, Reading
Vocabulary, Reading
Comprehension, Open-Ended
Reading, Mathematics,
Mathematics Concepts

and Problem Solving,
Mathematics Computation,
Open-Ended Mathematics,
Language, Spelling, Open-
Ended Writing, Science, Social
Studies

Stanford Pearson
Achievement Test
Series

2004 Grades
K-12

Group

CRT

Sounds and Letters, Word
Study Skills, Word Reading,
Sentence Reading,

Reading Vocabulary,
Reading Comprehension,
Mathematics, Mathematics
Problem Solving,
Mathematics Procedures,
Language, Spelling, Listening
to Words and Stories,
Listening, Environment,
Science, Social Studies

Diagnostic Newcomer Pro-Ed
Achievement
Battery-3

2001 Ages 6-14

Individual

NRT

Story Comprehension,
Capitalization, Characteristics,
Punctuation, Synonyms,
Spelling, Grammatic
Completion, Contextual
Language, Alphabet/Word
Knowledge, Math Reasoning,
Reading Comprehension,
Math Calculation, Story
Construction, Phonemic
Analysis
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and a criterion-referenced, group-administered screening test that samples skill
development in many content areas. The most obvious advantage of multiple-
skill achievement tests is that they can provide teachers with data showing the
extent to which their pupils have acquired information and skills. By using group-
administered, multiple-skill batteries, teachers can obtain a considerable amount
of information in a relatively short time.

Why Do We Assess Academic Achievement?

The term screening device reflects the major purpose of achievement tests. These
tests are used most often to screen students to identify those who demonstrate
low-level, average, or high-level attainment in comparison with their peers.
Achievement tests provide a global estimate of academic skill development and
may be used to identify individual students for whom educational intervention is
necessary, either in the form of remediation (for those who demonstrate relatively
low-level skill development) or in the form of academic enrichment (for those
who exhibit exceptionally high-level skill development). However, screening tests
have limited behavior samples and lower requirements for reliability. Therefore,
students who are identified with screening tests should be further assessed with
diagnostic tests to verify their need for educational intervention.

Although multiple-skill, group-administered achievement tests are usually
considered to be screening devices, they are occasionally used in eligibility decisions.
In principle, such a use is generally inappropriate, although it may be justifiable and
even desirable when the group tests (for example, the Stanford Achievement Test
Series or the Metropolitan Achievement Tests) contain behavior samples that are more
complete than those contained in some individually administered tests of achieve-
ment used for placement (such as the Wide Range Achievement Test 4 [WRAT4]).
Use of an achievement test with a better behavior sample is desirable if the tester goes
beyond the scores earned to examine performance on specific test items.

Multiple-skill achievement tests may also be used for progress evaluation.
Most school districts have routine testing programs at various grade levels to
evaluate the extent to which pupils in their schools are progressing in comparison
with state standards. Scores on achievement tests provide communities, school
boards, and parents with an index of the quality of schooling. Schools and the
teachers within those schools are often subject to question when pupils fail to
demonstrate expected progress.

Finally, achievement tests are used to evaluate the relative effectiveness of
alternative curricula. For instance, Brown School may choose to use the Read Well
Reading Series in third grade, whereas Green School decides to use the Open Court
Reading Program. If school personnel can assume that children were at relatively
comparable reading levels when they entered the third grade, then achievement
tests may be administered at the end of the year to ascertain the relative effective-
ness of the Read Well and the Open Court programs. Educators must, of course,
avoid many assumptions in such evaluations (for example, that the quality of
individual teachers and the instructional environment are comparable in the two
schools) and many research pitfalls if comparative evaluation is to have meaning.
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The remainder of this chapter addresses specific
multiple-skill devices and examines two popular group-
administered, multiple-skill batteries (the Stanford
Achievement Test Series and TerraNova 3); one indi-
vidually administered, multiple-skill battery (the Pea-
body Individual Achievement Test—Revised~Normative
Update [PIAT-R-NU]J); and one individually adminis-
tered, norm-referenced measure that is co-normed with
intelligence tests (the Wechsler Individual Achievement
Test—Second Edition [WIAT-II]); and one individually
administered, norm-referenced, multiple-skill measure
(the Diagnostic Achievement Battery—Third Edition
[DAB-3]). Later chapters discuss both screening and
diagnostic tests that are devoted to specific content
areas, such as reading and mathematics. In Chapter 14,
we review the Achievement Battery of the Woodcock—
Johnson Psychoeducational Battery—IIINU.

Stanford Achievement Test Series

(SESAT, SAT, and TASK)

Three separate measures are included in the Stanford
Achievement Test Series, Tenth Edition (SAT-10;
Harcourt Assessment, 2004), which is a test series
that samples skill development in several different
academic areas. The series includes the following:
the Stanford Early School Achievement Test (SESAT),
the Stanford Achievement Test (SAT), and the Test of
Academic Skills (TASK). The SESAT has two levels
and is intended for use in the assessment of kinder-
garteners and first graders. There are eight levels of
the SAT, seven of which are typically administered to
first through seventh graders and one that is admin-
istered to eighth and ninth graders; these eight levels
are arranged according to primary, intermediate, and
advanced categories. The TASK is intended for stu-
dents in the ninth through twelfth grades.

All levels of the test are group administered. The
test is both norm referenced and criterion referenced,
and all items are presented in a multiple-choice format.
The grades at which each subtest is administered, as

well the number of items and administration time
associated with each subtest, are listed in Table 10.2.
Although the extended version of the test is the focus
of this review, an abbreviated version of the test is
available that consists of a subset of items from the
full-length test. Total administration time for the full-
length test typically ranges from 2 hours, 15 minutes
to 5 hours, 30 minutes. Administration time for the
abbreviated format ranges from 1 hour, 41 minutes to
3 hours, 54 minutes.

Subtests

This section describes the subtests of the Stanford
series and the associated behaviors that are sampled.

Sounds and Letters. This subtest, included only in
SESAT 1 and 2, assesses the following early reading
skills: matching two words that begin or end with the
same sound, recognizing letters, and matching letters
to sounds.

Word Reading. This subtest, available only at the
SESAT and Primary 1 levels, measures students’ abili-
ties to recognize words by identifying the printed
word for a given illustration or a spoken word.

Sentence Reading. This subtest, used at the SESAT
2 and Primary 1 levels, assesses students’ abilities to
comprehend single, simple sentences.

Word Study Skills. This subtest, used in the Primary
1 through Intermediate 1 levels, measures students’
skills in decoding words and identifying relationships
between sounds and spellings.

Reading Vocabulary. This subtest assesses a student’s
vocabulary knowledge and acquisition strategies. Items
focus on measuring student knowledge of synonyms
(for example, general word knowledge), multiple-
meaning words (defined based on the context), and
using context clues (students must rely on other parts
of the sentence in order to define an unknown word).
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Word Reading X X X
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Reading
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Comprehension
Mathematics X X X X X
Mathematics X X X X X X X X
Problem
Solving
Mathematics X X X X X X X X
Procedures
Language X X X X X X X X X X X
Spelling X X X X X X X X X X X
Listening to X X
Words and
Stories
Listening X X X X X X X X
Environment X X X X
Science X X X X X X X X X
Social Science X X X X X X X X X
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Reading Comprehension. At the Primary 1 level,
this subtest assesses students’ abilities to identify
a picture described by a two-sentence story that is
read, complete sentences in short reading passages
using the Cloze format, and answer more general
questions about a passage. At the Primary 2 level
and beyond, students read textual, functional, or
recreational passages. These passages are followed
by multiple-choice test items that assess important
reading processes such as initial understanding,
interpretation, critical analysis, and the use of read-
ing strategies.

Mathematics. The Primary 1 through Advanced 2 lev-
els include two mathematics subtests: Mathematics
Problem Solving and Mathematics Procedures. The
single subtest Mathematics is used at the SESAT and
TASK levels. The Mathematics and Mathematics
Problem-Solving Test both assess mathematical
problem-solving processes. Calculators are allowed
for some levels. Mathematics Procedures focuses on
the application of math computation procedures;
calculators are not allowed for this subtest. The
math subtests were developed in alignment with the
National Council of Teachers of Mathematics stan-
dards for school mathematics (NCTM, 2000).

Language. This subtest is available in two formats:
Traditional Language and Comprehensive Language.
Traditional Language assesses students’ abilities in
mechanics and expression. Comprehensive Language
assesses proficiency “through techniques that support
actual instruction including prewriting, composing, and
editing processes” (Harcourt Assessment, 2004, p. 65).

Spelling. In this subtest, students are presented with a
sentence in which three words are underlined. Students
must decide which word is misspelled. At higher lev-
els, students are presented with a fourth “no mistake”
option.

Environment. This is a teacher-dictated subtest that
measures kindergarten through second grade stu-
dent understanding of natural and social science
concepts.

Science. This subtest measures students’ understand-
ing of “life sciences, physical sciences, Earth and
space sciences, and the nature of science” (Harcourt

Assessment, 2004, p. 66), with a focus on student
knowledge of unifying themes in science rather
than specific vocabulary. Test items assess students’
processing of science information and their science
inquiry skills. In developing this subtest, the authors
aligned item content with the standards and skills
emphasized in the National Science Education
Standards, Benchmarks for Science Literacy, and
Science for All Americans (American Association for
the Advancement of Science, 1987, 1993).

Social Science. This subtest measures students’ skill
development in history, geography, political science,
and economics, as well as students’ abilities to inter-
pret data presented through maps, charts, or political
cartoons. The authors state that this subtest “pri-
marily measures students’ thinking skills” (Harcourt
Assessment, 2004, p. 68), requiring students to use
both acquired knowledge and processing skills in
order to interpret associated data.

Listening. This subtest is used at the SESAT 1 through
Advanced levels and is composed of both a listening
vocabulary and listening comprehension section. In
the listening vocabulary section, a sentence is read to
the class and students must answer a question about
the meaning of one of the words in the sentence. In
the listening comprehension section, literary, informa-
tional, and functional passages are read to students.
Older students (grade 3 and higher) are encouraged
to take notes as the tester reads the material. This sec-
tion measures students’ initial understanding as well
as their ability to interpret and analyze the material.

Special Editions

There are three special editions of the Stanford
Achievement Test. The Braille edition can be used to
assess blind or partially sighted students. Harcourt
also provides a large-print edition (with content iden-
tical to the regular edition but containing adjusted
graphics) for students who are visually impaired.
There is also an edition for assessing students who
are deaf and hearing impaired. This edition includes
screening tests and special norms for students who
are deaf and hearing impaired that were gathered by
the Gallaudet Research Institute and the Harcourt
Educational Measurement Research Group.
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The Technical Data Report manual provides
additional information on the accommodations that
are considered “standard” and “nonstandard” for the
test.

Scores

A variety of transformed scores are obtained for the
Stanford series: stanines, grade-equivalent scores, per-
centiles, and various standard scores. The tests may
be scored by hand or submitted to the publisher for
machine scoring. When protocols are submitted to the
publisher’s scoring service, the publisher can provide
record sheets for individual students, forms for report-
ing test results to parents, item analyses, class profiles,
profiles comparing individual achievement with indi-
vidual capability, analyses of each student’s attainment
of specific objectives, local norms, and so forth.

Performance scores can also be obtained. Perfor-
mance standards were developed through the expert
judgment of national panels of educators in each
content area. Performance is scored as Below Basic,
Basic, Proficient, and Advanced. These standards
have been linked to the performance standards devel-
oped for the SAT 9.

Norms

The 10th edition of the Stanford Achievement Test
Series was standardized simultaneously with the
OLSAT 8 in both the spring and the fall of 2002.
Separate norms are thus provided for schools in which
students must be tested at these varying times of the
year. Standardizing the series along with the OLSAT 8
enabled the authors to account for the ability levels of
the students in the standardization population and also
to develop a set of tables for comparison of ability to
achievement.

Sample selection was based on several variables,
including socioeconomic status, community type
(urban, suburban, or rural), public/nonpublic school
status, and ethnicity. Students from all but two
states and the District of Columbia were included.
Student scores were weighted to best match the afore-
mentioned demographic characteristics of the U.S.
population. For the most part, the fall and spring
standardization samples appear to adequately repre-
sent characteristics of the U.S. population, although
there are a few examples of over- or underrepresenta-
tion within a particular standardization sample (for
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example, underrepresentation of students from the
Northeast and from urban areas in the fall standard-
ization sample). Approximately 250,000 students par-
ticipated in the spring standardization, and 110,000
students participated in the fall standardization.

Cross-tabulations are not shown, so we do not
know, for example, the number of eighth graders
from urban areas.

Reliability

Reliability data for the SESAT, SAT, and TASK consist of
KR-20 internal-consistency coefficients and alternate-
forms reliability coefficients for each level of the test
according to the fall and spring standardization
data separately. KR-20 coefficients for subtests from
the full-length test (Forms A and B) ranged from
.69 to .97, with only 25 of the more than 400 coef-
ficients below .80. KR-20 coefficients for the abbre-
viated test (Forms A and B) ranged from .59 to .96.
Alternate-forms reliability estimates (Forms A and B)
ranged from .63 to 93.

Extensive tables listing reliability coefficients and
standard errors of measurement are included in the
technical manual. With only a few exceptions, the
scores for subtests are reliable enough for group deci-
sion making and reporting.

Validity

The validity evidence provided for the Stanford series
rests primarily on item development procedures.
In developing the Stanford 10 items, the authors
reviewed recent editions of textbooks, analyzed cur-
rent curricula and instructional standards, and con-
sulted professional organizations. Originally, pools of
new test items were written by trained writers experi-
enced in the different content areas. These items were
then submitted to a group of content experts to estab-
lish content accuracy and alignment to standards,
levels, and processes. Measurement experts examined
and edited the items, and the items were reviewed by
general editors for writing clarity.

Following this process, an item tryout program
was conducted in order to choose items for the final
test. Of interest during the item tryout were issues
relating to item format, question difficulty, item sen-
sitivity, progressive difficulty of items, and test length.
Teachers in tryout samples provided feedback on
the clarity of the item layout, appropriateness, and



artwork. Following the tryout program, test items
were reviewed for bias by a culturally diverse panel of
prominent members in the educational community.
Furthermore, all items were analyzed using Mantel-
Haenszel procedures to determine differential item
functioning between majority and minority groups.
Data from the item tryout were also analyzed using
traditional item-analysis and Rasch model tech-
niques to inform final decisions about item inclusion.
Information on correlations with the SAT 9 was pro-
vided, and correlations were generally in the .60 to
.90 range for corresponding subtests and total scores.
Correlations with the OLSAT 8 were generally much
lower, as expected.

Summary

The Stanford Achievement Test Series is composed of
the SESAT, SAT, and TASK. The tests provide a com-
prehensive continuous assessment of skill develop-
ment in a variety of areas. Standardization, reliability,
and validity are adequate for screening purposes.

TerraNova, Third Edition

The TerraNova, Third Edition (TN3; CTB/McGraw-
Hill, 2008) is a norm-referenced, group-administered
assessment system designed to measure educational
concepts, processes, and skills of students in grades
K-12. The TN3 was developed to measure student
achievement in multiple content areas (reading, math,
science, social studies, and language). The test is also
designed to measure student progress in multiple ways,
provide information relevant to instructional planning,
reflect current curricula and national standards, and
engage/motivate students so they do their best work.

The TN3 measures multiple content areas and uses
multiple types of response formats (selected response,
constructed response, and extended response). The
test contains 12 overlapping levels (10-21/22) and is
available in three interrelated editions: the TN3 survey,
complete battery, and multiple assessments. Table 10.3
lists the grade levels for which each level of the test is
appropriate. A locator test is available for teachers to
administer and then match students at specific grades
with a level of the test. This enables teachers to use
multiple levels of the test within a grade, matched to
their students who differ in skill level.
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Grade Ranges for
Specific Levels of the
TerraNova 3

TABLE 10.3

TerraNova Level Grade Range

10 K.6-1.6
11 1.6-2.6
12 2.0-3.2
13 2.64.2
14 3.6-5.2
15 4.6-6.2
16 5.6-7.2
17 6.6-8.2
18 7.6-9.2
19 8.6-10.2
20 9.6-11.2
21722 10.6-12.9

SOURCE: From Preliminary Technical Manual for the Terra NOVA™, Third
Edition, p. 4, published by CTB/McGraw-Hill LLC. Copyright © 2004 by
CTB/McGraw-Hill LLC. Reproduced with permission of The McGraw-Hill
Companies, Inc.

The three editions focus on five main content
areas: reading, mathematics, science, social studies, and
language. Furthermore, users of the TN3 can use the
TerraNova, Second Edition Plus (TN2+) to measure
five additional areas: word analysis, vocabulary,
language mechanics, spelling, and mathematics compu-
tation. The content areas and test items of the TN3 were
developed in conjunction with a comprehensive review
of state, district, and diocese content standards in order
to determine and assess common education goals.

Subtests

Reading. This section contains two significant changes
from previous TerraNova editions. First, reading is
now a separate subtest no longer included in language.
Second, phonics and phonemic awareness in the K-2
level tests are now located in the reading test scales.
Reading comprehension items focus on the central
meaning of the passage rather than surface details.
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The progression of items in this section was designed
as a continuum to reflect the reading process by mov-
ing from initial understanding to generalization of
concepts to other contexts. The multiple assessment
edition includes open-ended items that involve com-
paring information across texts and extending mean-
ing beyond the assessment.

Language. This section includes items that assess
usage issues such as verb tense, subject—verb agree-
ment, pronoun agreement, and modifiers. Students
are also evaluated on sentence formation, sentence
combining, and paragraph writing skills. Students are
required to use critical thinking skills to make deci-
sions about conveying meaning.

Mathematics. In the TN3, emphasis is on sampling
a balance of skills, concepts, knowledge, and prob-
lem solving rather than on procedural/computational
processes. The TN3 math section includes nonroutine
problem-solving items in every test objective. The math
section also includes a balance among numeration,
number theory, data interpretation, pre-algebra,
measurement, and geometry. Students are required to
use calculators and rulers during the assessment.

Science. The science battery focuses on core concepts.
Test items are based on recent national science stan-
dards and are grouped into life, physical, and earth/
space science. In the upper levels of the test, items
assessing the history and nature of science are included.
The test also extends these subject areas by relating
science to technology and society. Furthermore, the
test includes a separate objective that assesses student
scientific inquiry skills. These items measure skills
independent of content-specific knowledge.

Social Studies. This test aims to determine how well
students understand the relationships between social
studies disciplines. The test was designed based
on state and national standards. Student ability to
synthesize information and make interdisciplinary
connections is also assessed.

The TN3 survey edition is designed to give educators
norm- and curriculum-referenced information from
a short testing period. The survey edition is available
for levels 12 through 21/22 and, like the other edi-
tions of the TN3, tests students on all content areas.
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Developers suggest using the survey edition when
testing time is at a premium. However, if educators
need a larger array of diagnostic information, then
the developers suggest using the TN3 complete bat-
tery. The TN3 complete battery combines the items
of the TN3 survey edition with additional selected
response items. The complete battery edition is avail-
able for levels 10 through 21/22 and tests on all of
the content areas included in the survey edition. This
edition of the TN3 also reduces measurement error
due to its increased length.

The TN3 multiple assessments edition assesses
students in the same five content areas. It is avail-
able for levels 11 through 21/22 (except language,
which is not available for levels 11 and 12). In each
of the content areas, the test items from the survey
edition are combined with constructed response
items. During these items, students produce short and
extended responses that are scored by readers accord-
ing to TN3 scoring guides. The developers report that
the addition of the constructed response information
significantly extends the range of the competencies
covered.

All three of the TN3 editions can be conjoined
with the TN2+ in order to test five additional con-
tent areas. The TN2+ assessments are available from
level 11 to level 21/22. This additional battery of
assessments adds supplemental tests in word analysis,
vocabulary, language mechanics, spelling, and math-
ematics computation.

Much of the development of the TN3 reflects the
philosophy of the National Assessment of Educational
Progress (for example, the TN3 reading passage
types generally match the National Assessment of
Educational Progress passage types). In order to
develop the content of the TN3, developers conducted
a comprehensive review of state, district, and dio-
cese content standards and curriculum frameworks.
Along with this review, the developers also carefully
examined content of recent textbooks, instructional
programs, and national standards publications.

Scores

The TN3 yields multiple types of scores, including
objective-, norm-, and curriculum-referenced scores.
In the complete battery edition, every item contrib-
utes to a scale score that is used to report a student’s
norm-referenced information.
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In all three editions of the TN3, each student’s score
in a content area is totaled and labeled as a composite.
The reading composite is the average of the TN3 read-
ing and TN2+ vocabulary; the language composite is
the average of the TN3 language and TN2+, language
mechanics; and the math composite is the average of
the TN3 math and TN2+ math computation. The
TN3 also yields total scores that are obtained by tak-
ing the averages of the three composite scores.

Student performance can also be described using
a standards-referenced approach. TN3 will allow
educators to measure progress by monitoring how
many students are progressing through specific per-
formance levels. The developers were in the process
of identifying specific cut scores for performance lev-
els at the time this book went to press.

Norms

Norming of the TN3 occurred in three phases: fall,
winter, and spring. Developers estimate that more than
210,000 students, grades K-12, participated in the
fall and spring standardizations. The winter standard-
ization included approximately 8,000 students. The
students were identified using a stratified random sam-
pling procedure in order to represent the nation’s school
population. Schools were stratified by region (east, west,
south, and middle continent states), community type,
socioeconomic status, and public/private/parochial clas-
sification. Developers asked schools to test all students
who were included in regular testing. They also included
students who required special testing accommodations
as specified by their individualized education program.

Reliability

During the fall standardization period, internal-
consistency coefficients ranged from .77 to .90 for sur-
vey battery subtests, .80 to .92 for complete battery
subtests, and .84 to .93 for the multiple assessment
battery subtests. Reliabilities of the winter and spring
administrations are yet to be computed. The TerraNova
has sufficient reliability to be used for screening pur-
poses, but reliabilities are not high enough (they should
exceed .90) to be used to make eligibility decisions.

Validity

Content-related validity of the TN3 is evidenced by a
correspondence between test content and instructional

content. To ensure that the TN3 had high content-
related validity, the developers used a comprehensive
curriculum review to determine current educational
goals and designed the test items to assess these goals.
Also, developers examined differential item function-
ing in order to minimize ethnic and gender bias in
the TN3.

The criterion-related validity has not been estab-
lished for the TN3. The developers report that per-
formance on the TN3 will be examined according to
the performance on other, similar assessments such as
InView. These intercorrelations will be reported in a
later TN3 manual.

Peabody Individual Achievement

Test-Revised—Normative Update

The most recent edition of the Peabody Individual
Achievement Test (PIAT; Markwardt, 1998) is not
a new edition of the test but a normative update of
the 1989 edition of the PIAT-R. The test is an indi-
vidually administered, norm-referenced instrument
designed to provide a wide-ranging screening meas-
ure of academic achievement in six content areas. It
can be used with students in kindergarten through
twelfth grade. PIAT-R test materials are contained in
four easel kits, one for each volume of the test. Easel
kit volumes present stimulus materials to the student
at eye level; the examiner’s instructions are placed on
the reverse side. The student can see one side of the
response plate, whereas the examiner can see both
sides. The test is recommended by the author for use
in individual evaluation, guidance, admissions and
transfers, grouping of students, progress evaluation,
and personnel selection.

The original PIAT (Dunn & Markwardt, 1970)
included five subtests. The PIAT-R added a written
expression subtest. The 1989 edition updated the
content of the test. The 1998 edition is identical to
the 1989 edition. Behaviors sampled by the six sub-
tests of the PIAT-R-NU follow.

Subtests

Mathematics. This subtest contains 100 multiple-
choice items, ranging from items that assess such
early skills as matching, discriminating, and recogniz-
ing numerals to items that assess advanced concepts
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in geometry and trigonometry. The test is a measure
of the student’s knowledge and application of math
concepts and facts.

Reading Recognition. This subtest contains 100 items,
ranging in difficulty from preschool level through
high school level. Ttems assess skill development in
matching letters, naming capital and lowercase let-
ters, and recognizing words in isolation.

Reading Comprehension. This subtest contains 81
multiple-choice items assessing skill development in
understanding what is read. After reading a sentence,
the student must indicate comprehension by choosing
the correct picture out of a group of four.

Spelling. This subtest consists of 100 items sampling
behaviors from kindergarten level through high
school level. Initial items assess the student’s ability
to distinguish a printed letter of the alphabet from
pictured objects and to associate letter symbols with
speech sounds. More difficult items assess the stu-
dent’s ability to identify, from a response bank of four
words, the correct spelling of a word read aloud by
the examiner.

General Information. This subtest consists of 100
questions presented orally, which the student must
answer orally. Items assess the extent to which the
student has learned facts in social studies, science,
sports, and the fine arts.

Written Expression. This subtest assesses written-
language skills at two levels. Level 1, appropriate for
students in kindergarten and first grade, is a measure
of prewriting skills, such as skill in copying and writ-
ing letters, words, and sentences from dictation. At
Level II, the student writes a story in response to a
picture prompt.

Scores

All but one of the PIAT-R subtests are scored in the
same way: The student’s response to each item is rated
pass—fail. On these five subtests, raw scores are con-
verted to grade and age equivalents, grade- and age-
based standard scores, percentile ranks, normal-curve
equivalents, and stanines. The Written Expression sub-
test is scored differently from the other subtests. The
examiner uses a set of scoring criteria included in an
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appendix in the test manual. At Level I, the examiner
scores the student’s writing of his or her name and
then scores 18 items pass—fail. For the more difficult
items at Level I, the student must earn a specified
number of subcredits to pass the item. Methods for
assigning subcredits are specified clearly in the man-
ual. At Level II, the student generates a free response,
and the assessor examines the response for certain
specified characteristics. For example, the student is
given credit for each letter correctly capitalized, each
correct punctuation, and the absence of inappropri-
ate words. Scores earned on the Written Expression
subtest include grade-based stanines and develop-
mental scaled scores (with mean=28 and standard
deviation = 3).

Three composite scores are used to summarize
student performance on the PIAT-R: total read-
ing, total test, and written language. Total reading
is described as an overall measure of “reading abil-
ity” and is obtained by combining scores on Reading
Recognition and Reading Comprehension. The total
testscore is obtained by combining performance on the
General Information, Reading Recognition, Reading
Comprehension, Mathematics, and Spelling subtests.
A third composite score, the written-language com-
posite score, is optional and is obtained by combining
performance on the Spelling and Written Expression
subtests.

Norms

The 1989 edition of the PIAT-R was standardized on
1,563 students in kindergarten through grade 12. The
1998 normative update was completed in conjunc-
tion with normative updating of the Kaufman Test
of Educational Achievement, the Key Math—Revised,
and the Woodcock Reading Mastery Tests—Revised.
The sample for the normative updates was 3,184 stu-
dents in kindergarten through grade 12. A stratified
multistage sampling procedure was used to ensure
selection of a nationally representative group at each
grade level. Students in the norm group did not all
take each of the five tests. Rather, one-fifth of the stu-
dents took each test, along with portions of each of
the other tests. Thus, the norm groups for the brief
and comprehensive forms consist of approximately
600 students. There are as few as 91 students at 3-year
age ranges. Because multiple measures were given
to each student, the authors could use linking and
equating to increase the size of the norm sample.



Approximately 10 years separate the data-collection
periods for the original PIAT norms and the updated
norms. Changes during that time in curriculum and
educational practice, in population demographics,
and in the general cultural environment may have
affected levels of academic achievement.

Reliability

All data on the reliability of the PIAT-R-NU are for
the original PIAT-R. The performance of students on
the two measures has changed, and so the authors
should have conducted a few reliability studies on
students in the late 1990s. Generalizations from the
reliability of the original PIAT-R to reliability of the
PIAT-R-NU are suspect.

Validity

All data on validity of the PIAT-R-NU are for the orig-
inal PIAT-R. The performance of students on the two
measures has changed, and so the authors should have
conducted a few validity studies on students in the late
1990s. Generalizations from the validity of the origi-
nal PTIAT-R to validity of PIAT-R-NU are suspect. This
is especially true for measures of validity based on
relations with external measures where the measures
(for example, the Wide Range Achievement Test or the
Peabody Picture Vocabulary Test) have been revised.

Summary

The PIAT-R is an individually administered achieve-
ment test that was renormed in 1998. Reliability and
validity information is based on studies of the 1989
edition of the test. As with any achievement test, the
most crucial concern is content validity. Users must be
sensitive to the correspondence of the content of the
PIAT-R to a student’s curriculum. The test is essen-
tially a 1970 test that was revised and renormed in
1989 and then renormed again in 1998. Data on reli-
ability and validity are based on the earlier version of
the scale, which of course has gone unchanged. The
practice of updating norms without gathering data
on continued technical adequacy is dubious.

Wide Range Achievement Test-4

The Wide Range Achievement Test—4 (WR AT4; Wilkinson
& Robertson, 2007) is an individually administered
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norm-referenced test designed to measure word recogni-
tion, spelling, and math computation skills in individuals
5 to 94 years of age. The test takes approximately 15 to
25 minutes to administer to students ages 5 to 7 years
and approximately 35 to 45 minutes for older students.
There are two alternate forms of the WRAT4. The test
contains four subtests.

Subtests

Word Reading. The student is required to name let-
ters and read words.

Sentence Comprehension. The student is shown
sentences and is to indicate understanding of the sen-
tences by filling in missing words.

Spelling. The examiner dictates words and the stu-
dent must write these down, earning credit for each
word spelled correctly.

Math Computation. The student is required to solve
basic computation problems through counting, iden-
tifying numbers, solving simple oral problems, and
calculating written math problems.

Scores

The raw scores that students earn on the WRAT4 can
be converted to standard scores, confidence intervals
(85,90, and 95%), percentiles, grade equivalents, nor-
mal curve equivalents, and stanines. Separate scores
are available for each subtest and for a reading com-
posite (made up of Word Recognition and Sentence
Comprehension).

Norms

The WRAT4 was standardized on a national sample
of more than 3,000 individuals ages 5 to 94 years.
The sample was stratified on the basis of age, gender,
ethnicity, geographic region, and parental education.
Although tables in the manual report the relationship
between the standardization sample and the composi-
tion of the U.S. population, cross-tabs (indicating, for
example, the number of boys of each ethnicity from
each geographic region) are not provided.

Reliability

Two kinds of reliability information are provided for
the WRAT4: internal consistency and alternate-form
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reliability. Internal consistency coefficients range from
.81 to .99, with median internal consistency coeffi-
cients ranging from .87 to0 .96. Alternate-form reliabili-
ties range from .78 to .89 for an age-based sample and
from .86 to .90 for a grade-based sample. The reliabil-
ities of the Math Computation subtest are noticeably
lower than those for other subtests. Test—retest reli-
abilities are sufficient, again with the exception of the
Math Computation subtest. With the exception of the
Math Computation subtest, the test is reliable enough
for use in making screening decisions.

Validity

The WRAT4 is a screening test that covers a broad range
of behaviors, so there are few items of each specific type.
This results in a relatively limited behavior sample. The
authors provide evidence of validity by demonstrating
that test scores increase with age, that intercorrelations
among the various subtests are as theoretically would
be expected, and that correlations are high among
performance on WRAT4 and previous versions of the
test. Validity is also demonstrated by high correlations
among subtests of the WRAT4 and comparable sam-
ples of behavior from the WIAT-II, Kaufman Test
of Educational Achievement-II (KTEA-II), and the
Woodcock=Johnson IIT Tests of Achievement (note:
not the new normative update for this test). WRAT4 is
valid for screening purposes.

Wechsler Individual Achievement

Test—Second Edition

The WIAT-II (Psychological Corporation, 2001) is an
individually administered, norm-referenced achieve-
ment test designed to be used with students in grades
pre-K through 12 who are between the ages of 4 and
19 years. A supplemental manual is available that pro-
vides norms for adults through 85 years of age. The
first edition (WIAT) was co-normed with the Wechsler
series of intelligence tests: the Wechsler Preschool and
Primary Scale on Intelligence-Revised (WPPSI-R), the
WISC-III, and the WAIS-R. The WIAT-II was linked
to the WPPSI-R, WISC-III, and WAIS-III through a
sample of 1,069 individuals who took the WIAT-II
and the age-appropriate intelligence test. The authors
contend that this linking of ability and achievement
tests provides more reliable estimates of a student’s
aptitude—achievement discrepancy.

Assessment of Academic Achievement with Multiple-Skill Devices

The test’s authors created subtests that parallel
and, they argue, comprehensively cover the seven
areas of learning disability specified in Public Law
94-142: basic reading skills, reading comprehension,
mathematics reasoning, mathematics calculation, lis-
tening comprehension, oral expression, and written
expression. These seven domains, in addition to spell-
ing and pseudoword (a combination of letters that can
be pronounced but is not an English word) decoding,
compose the nine subtests of the WIAT-II. The WIAT-II
can be completed in approximately 45 minutes for
very young children (pre-K and kindergarten), 90
minutes for grades 1 through 6, and 1 to 2 hours for
grades 7 through 16. The behaviors sampled by the
WIAT-II subtests are described in Table 10.4.

Scores

Eight types of scores—standard, percentile rank, age
equivalent, grade equivalent, normal-curve equiva-
lent, stanine, quartile, and decile—can be derived
from each of the subtests and five composites. The
mathematics, oral language, and written language
composites are each based on two subtests; the read-
ing composite is based on three subtests. The total
composite is based on all the subtests. The standard
score, which has a mean of 100 and a standard
deviation of 15, can be computed by age or grade.
Quartile scores represent corresponding quarters
of the distribution; decile scores represent corre-
sponding tenths of the distribution (that is, a decile
score of 1 represents the first tenth, or the bottom
10 percent, of the distribution). Ability—achievement
discrepancy scores based on the WIAT-II standard
scores and one of the three Wechsler ability tests
(WPPSI-R, WISC-III, or WAIS-III) are also provided.
The test authors provide two methods of computing
discrepancy scores—simple difference and predicted
achievement—and provide information regarding
the limitations of each approach.

Norms

The WIAT-II was standardized on 3,600 children for
the grade-based sample (K-12) and on 2,950 children
for the age-based sample (ages 4 to 19 years); 2,171
students were included in both samples. A sample of
1,069 children was used to link the WIAT-IT with the
WPPSI-R, the WISC-III, and the WAIS-III. The infor-
mation collected from the linking studies was used to
develop the ability—achievement discrepancy statistics.
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TABLE 10.4

Description of the WIAT-Il Composites and Subtests

Composite Subtest Description
Reading Word Reading Assess prereading (phonological awareness) and decoding skills
B Name the letters of the alphabet
1 Identify and generate rhyming words
I Identify the beginning and ending sounds of words
M Match sounds with letters and letter blends
= Read aloud from a graded word list
Reading Reflect reading instruction in the classroom
Comprehension W Match a written word with its representative picture
1 Read passages and answer content questions
I Read short sentences aloud, and respond to comprehension questions
Pseudoword Assess the ability to apply phonetic decoding skills
Decoding I Read aloud a list of nonsense words designed to mimic the phonetic structure of
words in the English language
Mathematics Numerical Evaluate the ability to identify and write numbers
Operations = Count using 1:1 correspondence
= Solve written calculation problems
I Solve simple equations involving all basic operations (addition, subtraction,
multiplication, and division)
Math Reasoning  Assess the ability to reason mathematically
B Count
W Identify geometric shapes
= Solve single- and multistep word problems
W Interpret graphs
W Identify mathematical patterns
I Solve problems related to statistics and probability
Written Language  Spelling Evaluate the ability to spell
I Write dictated letters, letter blends, and words
Written Measure the examinee’s writing skills at all levels of language
Expression I Write the alphabet (timed)
B Demonstrate written word fluency
= Combine and generate sentences
I Produce a rough draft paragraph (grades 3-8) or a persuasive essay (grades
7-college senior)
Oral Language Listening Measure the ability to listen for details
Comprehension 1 Select the picture that matches a word or sentence
1 Generate a word that matches a picture and oral description
Oral Reflect a broad range of oral language activities
Expression

B Demonstrate verbal word fluency

I Repeat sentences verbatim

1 Generate stories from visual clues

M Generate directions from visual or verbal clues
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The sample selection was based on 1998 U.S. census
data. The sample was randomly selected and strati-
fied by age, grade, gender, race/ethnicity, geographic
region, and parent education. Economic status was
not used as a stratification variable. Demographic
information on race/ethnicity, gender, geographic
region, and parent education is disaggregated by age
and grade. Cross-tabulations of parent education
level by ethnicity are also provided.

Reliability

Three forms of reliability data were calculated for
the WIAT-IL. Split-half reliability coefficients based
on age and grade subtest scores generally exceed .80.
Numerical Operations, Written Expression, Listening
Comprehension, and Oral Expression fall below
.80 for certain ages and grades. The split-half coeffi-
cients for the four composites are all greater than .80,
with two of the four composites exceeding .90 at all
age and grade levels (Reading and Written Expression).
A sample of 297 students ages 6 to 19 years was
selected to determine the test—retest reliability of
the WIAT-II. The subtest reliabilities are all above
.80; coefficients are provided according to three age
groups (6 to 9 years, 10 to 12 years, and 13 to 19
years). Interrater agreement was calculated among
2,180 examinee responses for three subtests that
require subjective scoring. The correlation between
raters for Reading Comprehension ranges from .94 to
.98. The interrater agreement for Oral Expression
ranges from .91 to .99. The interrater agreement for
Written Expression ranges from .71 to .94.

Validity

The WIAT-II has evidence for validity based on test
content, internal structure, and relations with other
measures. Expert judgment and empirical item analy-
ses were used to establish the content validity of the
instrument. Experts analyzed the extent to which
the items measured specific curriculum objectives.
Empirical item analyses were used to eliminate poorly
constructed items in order to prevent bias. The valid-
ity based on internal structure of the WIAT-II was
documented through analysis of subtest intercor-
relations, correlations with ability measures, and
expected developmental differences across age and
grade groups.

Assessment of Academic Achievement with Multiple-Skill Devices

Several forms of support for validity based on
relations with external criteria are provided. There are
many moderate correlations between WIAT-IT subtests
and subtests from the Wide Range Achievement Test—
Third Edition, the Differential Ability Scales, and the
Peabody Picture Vocabulary Test=Third Edition. The
WIAT-II also correlated as would be expected with
subtests of several group-administered achievement
tests, including the Stanford Achievement Test—Ninth
Edition and the Metropolitan Achievement Tests—
Eighth Edition. The correlation between the WIAT-IT
and school grades was generally low, but this is no
different from what would be expected, given the low
reliability of school grades.

Summary

The WIAT-II is an individually administered achieve-
ment test that is linked to the Wechsler series of intel-
ligence tests. The subtests are designed to measure
the seven areas of learning disability defined in Public
Law 94-142. The test has an adequate standardiza-
tion sample and appears to be reliable and valid. Two
methods and statistical tables for computing ability—
achievement discrepancies are provided, along with a
description of the limitations of each method.

Diagnostic Achievement Battery—Third

Edition

The Diagnostic Achievement Battery—Third Edition
(DAB-3; Newcomer, 2001) is an individually admin-
istered measure of children’s skills in listening, speak-
ing, reading, writing, and mathematics. Although the
test is called “diagnostic,” it is essentially similar to the
PIAT-R, WRATS3, and KTEA. Test givers use this test
not to “diagnose” skill strengths and weaknesses in
individual content areas but, rather, to obtain profile
scores across areas. The test is designed to meet four
purposes: (1) to identify students who are significantly
below their peers in spoken language (listening and
speaking), written language (reading and writing), and
mathematics; (2) to ascertain an individual student’s
skill-development strengths and weaknesses; (3) to
document intervention progress for individual stu-
dents; and (4) to conduct research. The test is designed
to be administered to children between the ages of



6 and 14 years. Updated norms, reliability and validity
studies, minor changes among subtests, and an added
optional subtest (Phonemic Analysis) represent modi-
fications present in this latest edition of the DAB.

The DAB-3 is based on a specific conceptual
model of academic achievement (Figure 10.1). Subtests
are divided into five areas: Listening (Story Comprehe-
nsion, Characteristics, and Phonemic Analysis), Speak-
ing (Synonyms and Grammatic Completion), Reading
(Reading Comprehension and Alphabet/Word Knowl-
edge), Writing (Capitalization, Punctuation, Spelling,
Writing: Contextual Language, and Writing: Story
Construction), and Mathematics (Math Calculation
and Math Reasoning). Behaviors sampled by the sub-
tests follow.

Subtests

Story Comprehension. The student must listen to the
examiner read stories and then answer oral questions
about the stories.

Characteristics. After listening to the examiner read
brief statements, the student must indicate whether
the statements are true or false.

Phonemic Analysis. The optional subtest requires the
student to segment words into phonemic units.

Grammatic Completion. The student must supply
missing words or phrases in sentences read by the
examiner.

FIGURE 10.1
DAB-3 Test Model
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Synonyms. The student must provide synonyms for
words read by the examiner.

Reading Comprehension. The student must read
short stories and then answer questions presented by
the examiner.

Alphabet/Word Knowledge. The student must iden-
tify letters or words.

Capitalization. The student must indicate appropriate
placement of capital letters in a set of 28 sentences.

Punctuation. The student must indicate appropriate
punctuation in a set of 28 sentences.

Spelling. The student must write and spell correctly
27 dictated words.

Writing: Contextual Language and Writing: Story
Construction. The student must write a story in
response to three pictures that represent a modi-
fied version of the classic fable The Tortoise and the
Hare. The story quality is evaluated according to
14 aspects of contextual language and 11 aspects of
story construction.

Math Calculation. The student must solve 36 written
calculation problems.

Math Reasoning. The student is presented with math-
ematical information in the form of pictures (for a

Spoken Language

Written Language

| Listening | | Speaking | | Reading | | Writing | Mathematics
Phonemic aphabey Capitali- Math
| : Synonyms Word ; | Punctuation Reasonin:
Analysis Knowledge zation 3
Story Grammatic Reading ; Writing: Writing: Math
—| Compre- 3 Compre- Spelling | —| Contextual || Story 4
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young child) or statements presented orally and must
use the information to solve math problems.

There are no set time limits for the DAB-3. Testing
time typically ranges from 90 to 120 minutes. Most
subtests are administered individually; however, the
Punctuation, Spelling, Writing: Contextual Language,
Writing: Story Construction, and Math Calculation
subtests may be group administered.

Scores

Raw scores, percentile ranks, standard scores, and
age/grade—equivalent scores can be calculated for
each subtest. Standard scores for corresponding
subtests are added and converted into a quotient
(similar to a standard score) and percentile rank for
each of the eight composites (Listening, Speaking,
Reading, Writing, Mathematics, Spoken Language,
Written Language, and Total Achievement) using
tables in the back of the examiner’s manual. DAB-3
results can be compared to results from other
standardized tests using formulas provided in the
manual. Information is also provided for conduct-
ing discrepancy analyses among the subtests and
composites.

Norms

The DAB-3 norm sample consists of 1,094 indi-
viduals from 16 states (ages 6 years, 0 months to
14 years, 11 months) who were tested between 1997
and 2000. Comparisons between the sample and the
school-age population (U.S. Bureau of the Census,
1997) are provided for geographic area, gender,
race, residence (urban versus rural), ethnicity, fam-
ily income, parental education, and disability status.
Stratifications are provided by age for each of these
variables, with the exceptions of residence and disabil-
ity status. No further cross-tabulations are provided
in the manual, which makes it difficult to determine
whether comparisons are appropriate (for example,
all of the low-income students may be from the South
and not representative of low-income students from
throughout the nation).

Reliability

Coefficient alphas for each subtest and composite
according to age are provided by the author as a
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measure of internal-consistency reliability. Of the
126 subtest coefficient alphas, 102 meet or exceed
.80. Subtests having several lower coefficient alphas
include Synonyms, Punctuation, and Math Reasoning.
Among the composite scores, all have alpha coef-
ficients that exceed .80, with the Listening, Spoken
Language, and Written Language coefficients exceed-
ing .90. The Total Achievement coefficients range
from .98 to .99. Coefficient alphas are also provided
for gender and ethnicity groups, as well as for students
with learning disabilities. These reliabilities all meet
or exceed .80, except those for Punctuation, Writing:
Contextual Language, and Math Reasoning among
students with learning disabilities, as well as Writing:
Contextual Language among African American stu-
dents. Test-retest was determined using a sample
of 65 elementary and middle school students from
Pennsylvania tested twice with an intervening 2-week
period. Results indicated adequate test-retest reli-
ability (greater than .80) for all subtests except for
Writing: Contextual Language and Writing: Story
Construction.

Validity

Various measures of DAB-3 validity based on test con-
tent and internal structure are described in the exam-
iner’s manual. Rationale is provided for including
the specific subtest content in the DAB-3, and com-
parisons are made between the content of the DAB-3
and other widely used achievement tests. Relatively
few items were identified as being moderately to
severely biased for different ethnic groups, and none
were identified as being gender biased. Evidence of
validity based on relations with other measures is
provided by correlating scores for the DAB-3 and
the Stanford Achievement Test-Ninth Edition among
a limited sample of 70 students from Pennsylvania.
Seventy-five percent of the coefficients were in the
“high” range (.60 to .80). Corresponding composite
correlation coefficients (such as reading with reading
and math with math) ranged from .52 to .80. Higher
scores were obtained by older students than younger
students, and scores for students who were expected
to score lower or higher due to having a learning
disability or being identified as gifted demonstrated
corresponding performance on the DAB-3. Finally,
evidence for validity based on internal structure was
provided by demonstrating through confirmatory
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factor analyses an appropriate fit to both a one-factor
and a five-factor model (corresponding to the Total
Achievement and five composite scores). However,
the Speaking and Listening factors were highly inter-
correlated and therefore were considered to more
accurately constitute one factor. No data are pre-
sented to demonstrate that DAB-3 scores are useful
for identifying children with academic difficulties or
for monitoring intervention effects.

Summary

The DAB-3 is an individually administered test
of a variety of academic areas. The test has been
slightly modified from the previous edition and has
an updated norm sample and adequate reliability
information. Limited stratification among the norm
sample is evident; however, the manual displays con-
siderable evidence of test validity.

Getting the Most Out of an Achievement Test

The achievement tests described in this chapter provide the teacher with global scores
in areas such as word meaning and work-study skills. Although global scores can help
in screening children, they generally lack the specificity to help in planning individu-
alized instructional programs. The fact that Emily earned a standard score of 85 on
the Mathematics Computation subtest of the ITBS does not tell us what math skills
Emily has. In addition, a teacher cannot rely on test names as an indication of what is
measured by a specific test. For example, a reading score of 115 on the WRATS3 tells
a teacher nothing about reading comprehension or rate of oral reading.

A teacher must look at any screening test (or any test, for that matter) in terms
of the behaviors sampled by that test. Here is a case in point. Suppose Richard

Dilemmas in Current Practice

Problem

Two limitations affectthe use of achievementtests as screen-
ing devices: the match of the test to the content of the cur-
riculum, and the fact that the tests are group administered.
Unless the content assessed by an achievement test reflects
the content of the curriculum, the results are meaningless.
Students will not have had a formal opportunity to learn the
material tested. When students are tested on material they
have not been taught, or tested in ways other than those by
which they are taught, the test results will not reflect their
actual skills. Jenkins and Pany (1978) compared the contents
of four reading achievement tests with the contents of five
commercial reading series at grades 1 and 2. Their major
concern was the extent to which students might earn differ-
ent scores on different tests of reading achievement simply
as a function of the degree of overlap in content between
tests and curricula. Jenkins and Pany calculated the grade
scores that would be earned by students who had mastered
the words taught in the respective curricula and who had

correctly read those words on the four tests. Grade scores
are shown in Table 10.5. It is clear that different curricula
result in different performances on different tests.
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The data produced by Jenkins and Pany are now more than |
30 years old. Yet the table is still the best visual illustration of |
test curriculum overlap. Shapiro and Derr (1987) showed that i
the degree of overlap between what is taught and what is |
tested varied considerably across tests and curricula. Also, |
Good and Salvia (1988) demonstrated significant differences |
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Curriculum bias is undesirable because it severely limits the
interpretation of a student’s test score. For example, it is unclear
whether a student’s reading score of 78 reflects deficient reading
skills or the selection of a test with poor content validity for the
pupil’s curriculum. (p. 56)
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TABLE 10.5

Grade-Equivalent Scores Obtained by Matching Specific Reading Test Words
to Standardized Reading Test Words

MAT
Word Word
Curriculum PIAT Knowledge Analysis SDRT WRAT
Bank Street Reading Series
Grade 1 1.5 1.0 1.1 1.8 2.0
Grade 2 2.8 2.5 1.2 2.9 2.7
Keys to Reading
Grade 1 2.0 1.4 1.2 2.2 2.2
Grade 2 3.3 1.9 1.0 3.0 3.0
Reading 360
Grade 1 1.5 1.0 1.0 1.4 1.7
Grade 2 2.2 2.1 1.0 2.7 2.3
SRA Reading Program
Grade 1 1.5 1.2 1.3 1.0 2.1
Grade 2 3.1 2.5 1.4 2.9 3.5
Sullivan Associates
Programmed Reading
Grade 1 1.8 1.4 1.2 1.1 2.0
Grade 2 2.2 2.4 1.1 2.5 2.5

SOURCE: From “Standardized Achievement Tests: How Useful for Special Education?” by J. Jenkins & D. Pany,
Exceptional Children, 44 (1978), 450. Copyright 1978 by The Council for Exceptional Children. Reprinted with
permission.

earned a standard score of 70 on a spelling subtest. What do we know about
Richard? We know that Richard earned enough raw score points to place him two
standard deviations below the mean of students in his grade. That is all we know
without going beyond the score and examining the kinds of behaviors sampled by
the test. The test title tells us only that the test measures skill development in spell-
ing. However, we still do not know what Richard did to earn a score of 70.

First, we need to ask, “What is the nature of the behaviors sampled by the
test?” Spelling tests can be of several kinds. Richard may have been asked to
write a word read by his teacher, as is the case in the Spelling subtest of the
WRATS3. Such a behavior sampling demands that he recall the correct spelling of
a word and actually produce that correct spelling in writing. On the other hand,
Richard’s score of 70 may have been earned on a spelling test that asked him
just to recognize the correct spelling of a word. For example, the Spelling subtest
of the PIAT-R presents the student with four alternative spellings of a word (for
example, “empti,” “empty,” “impty,” and “emity”), and the teacher asks a child
to point to the word “empty.” Such an item demands recognition and pointing,
rather than recall and production. Thus, we need to look first at the nature of the
behaviors sampled by the test.

Second, we must look at the specific items a student passes or fails. This
requires going back to the original test protocol to analyze the specific nature of
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skill development in a given area. We need to ask, “What kinds of items did the
child fail?” and then look for consistent patterns among the failures. In trying to
identify the nature of spelling errors, we need to know, “Does the student consis-
tently demonstrate errors in spelling words with long vowels? With silent ¢’s? With
specific consonant blends?” and so on. The search is for specific patterns of errors,
and we try to ascertain the student’s relative degree of consistency in making cer-
tain errors. Of course, finding error patterns requires that the test content be suf-
ficiently dense to allow a student to make the same error at least two times.

Similar procedures are followed with any screening device. Obviously, the
information achieved is not nearly as specific as the information obtained from
diagnostic tests. Administration of an achievement test that is a screening test
gives the classroom teacher a general idea of where to start with any additional
diagnostic assessment.

S sy
Screening devices used for assessing academic achievement provide a global picture
of a student’s skill development in academic content areas. Screening tests must
be selected on the basis of the kinds of behavior each test samples, the adequacy
of its norms, its reliability, and its validity. When selecting an achievement test or
when evaluating the results of a student’s performance on an achievement test, the
classroom teacher needs to take into careful consideration not only the technical
characteristics of the test but also the extent to which the behaviors sampled rep-
resent the goals and objectives of the student’s curriculum. The teacher can adapt
certain techniques for administering group tests and for getting the most mileage
out of the results of group tests.

(“APTER COMPRE“ENSION QUESTIONS assessment places her only in the 77th percentile. Give

three possible explanations for this discrepancy.

Write your answers to each of the following questions, 4. Ms. Epstein decides to assess the achievement
and then compare your responses to the text or the study of 